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Remotely sensed land surface temperature (LST) with spatial 
continuity and high spatiotemporal resolution (here-

after referred to as high resolution) is a crucial parameter for 
studying the thermal environment and has important ap-
plications in many fields. However, adverse atmospheric 
conditions, sensor malfunctioning, and scanning gaps be-
tween orbits frequently introduce spatial discontinuities into 
satellite-retrieved LST products. For a single sensor, a tradeoff 
occurs between temporal and spatial resolutions; therefore, 
it is almost impossible to obtain images in high resolution. 

Recent advances in the reconstruction and spatiotemporal 
fusion of LST products have promoted active research to ad-
dress this limitation. These methods have been applied most 
often in thermal remote sensing studies and have led to the 
development of numerous algorithms. However, to the best 
of our knowledge, no review exists in the literature that expa-
tiates and summarizes the available LST reconstruction and 

spatiotemporal fusion algorithms. Therefore, this article in-
troduces the principles and theories behind LST reconstruc-
tion and spatiotemporal fusion and provides an overview of 
the published research and algorithms.

METHODS FOR RETRIEVING LST 
LST is a key parameter in environmental monitoring and 
ecological processes [1]–[3] and is also valuable in the study 
of heat-related health issues and urban heat islands [4]. From 
a climate perspective, LST is a significant index for evaluating 
land–atmosphere exchanges of energy and reveals dynamic 
changes in surface temperature both globally and in key ar-
eas [5]. Satellite remote sensing has provided unique and ef-
ficient approaches for obtaining LST over a vast region with 
acceptable revisit cycles (i.e., temporal resolution) and com-
plete spatial coverage [6], [7].

The methods for retrieving satellite-based LST can be cat-
egorized into two types: thermal infrared (TIR)- and passive 
microwave (PMW)-based methods. The retrieval of LST from 
remotely sensed TIR data has attracted abundant attention 
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owing to the data’s relatively fine spatial resolution and 
proper accuracy [6]. Various operational LST products can be 
obtained using effective TIR-based retrieval algorithms [6]. 
For example, LST products are available free of charge from 
the FengYun-2 (FY-2) Visible Infrared Spin Scan Radiom-
eter (VISSR) [8], FY-3 Visible Infrared Scanning Radiometer 
(VIRR), Moderate-Resolution Imaging Spectroradiometer 
(MODIS) [7], and Meteosat Second-Generation (MSG) Spin-
ning Enhanced Visible and InfraRed Imager (SEVIRI) [9]. 

However, the spatial continuity of LST products is strong-
ly affected by pixels with invalid values caused by clouds or 
cloud shadows, hereafter referred to as cloudy pixels. On aver-
age, clear-sky conditions account for only about one-third of 
the daily weather worldwide, with lower percentages occur-
ring in humid regions [10]. In particular, about two thirds 
of MODIS LST data are contaminated by clouds [11]. Fur-
thermore, some cloud-free but naturally bright pixels are 
frequently misclassified as cloud coverage, and their corre-
sponding LSTs are set to the missing pixel value [12]. In ad-
dition, missing information caused by defective TIR sensors, 
such as the Landsat Enhanced Thematic Mapper Plus (ETM+) 
scan line corrector (SLC)-off data [13], also introduces spatial 
discontinuity into LST products. Thus, spatial discontinuity is 
a common limitation in LST obtained from TIR data owing 
to cloud coverage, incorrect algorithm data, defective sensors, 
and other problems.

PMW radiation, which can penetrate nonprecipitating 
clouds, is minimally affected by atmospheric absorption 
and water vapor [14], [15]; therefore, the LST retrieved us-
ing this method has high spatial completeness. However, 
the limitations of PMW measurement lie in the existence 
of a wider scanning gap between orbits and lower spatial 
resolution compared with those of TIR measurement. The 
spatial resolution of PMW measurement, at 25 km for 
the Advanced Microwave Scanning Radiometer (AMSR) 
for the Earth Observing System (AMSR-E) and about 10 km 
for AMSR2, is much lower than that of TIR measurement. 
Wide gaps often exist between orbits over middle and 
low latitudes [16], such as the 25% gap in the AMSR-E 
image over the Chinese mainland. Therefore, LST with 
low spatial resolution retrieved from PMW measure-
ments often includes spatial discontinuity, particularly 
on a global scale.

Another limitation is the tradeoff between the temporal 
and spatial resolutions of satellite-derived LST for a single 
sensor, whether TIR or PMW, which often makes it impos-
sible to obtain LST with the high spatiotemporal resolution 
required by some applications [17]. Generally, LST retrieved 
from sensors with fine spatial resolution has poor temporal 
resolution, resulting in temporal discontinuity and vice versa. 
These two core limitations of satellite-derived LST products 
are summarized in Table 1, and the corresponding sample 
charts are shown in Figure 1(a).

The aforementioned issues severely hinder applications of 
LST products in many fields [18]. For example, surface ur-
ban heat islands (SUHIs) can be continuously observed with 

cloud-free FY-2/3 or MODIS data; however, their associated 
spatial resolutions are too coarse for revealing detailed SUHI 
spatial patterns. Images with greater spatial detail are provid-
ed by Landsat and the Advanced Spaceborne Thermal Emis-
sion and Reflection Radiometer (ASTER). However, the long 
revisit cycles of these two products, at more than 15 days, and 
frequent cloud contamination cause significant differences 
in the LST scenes these sensors acquire in space–time obser-
vation [13]. Therefore, practical applications urgently require 
LST products with spatially continuous high-spatiotemporal-
resolution (SCHR)-LST, as shown in Figure 1(b).

Owing to the growing number of available satellite-based 
LST products, many different approaches for generating 
SCHR-LST have been proposed, resulting in abundant re-
search on these methods. Therefore, it is of great importance 
to present an overview of the state-of-the art technology in 
applied SCHR-LST techniques. 

Although previous research of Zhan et al. includes a re-
view on the disaggregation of LST to finer resolutions [19], 
it is presented from the perspective of thermal sharpening 
and temperature unmixing. However, several recently pro-
posed methods (e.g., spatiotemporal fusion) for obtaining 
LST with finer temporal and spatial resolutions should also 
be surveyed. Similar to that in disaggregation, the purpose of 
spatiotemporal fusion is also to improve the spatiotemporal 
resolution of LST data using multiple sensors and multitem-
poral LST data without the need for auxiliary data. Spatio-
temporal LST fusion has developed rapidly to become a re-
search hotspot.

Therefore, a review of recent research conducted on this 
topic is needed. Furthermore, to the best of our knowledge, 
a thorough review of methods for deriving spatially continu-
ous LST has not been performed thus far. The objectives of 
this article are to review methods for generating SCHR-LST 
products, describe the state-of-the-art technology, and iden-
tify the most promising research fields to obtain results 
that will ultimately benefit LST producers and developers of 
SCHR-LST algorithms. 

BACKGROUND

THEORETICAL CONCEPTS
LST is affected by incoming solar radiation, cooling by wind, 
coastal effects, land cover, temperature inversion, and other 
effects [20], making the data highly variable in space and 

TABLE 1. THE CORE LIMITATIONS OF SATELLITE-DERIVED  
LST PRODUCTS.

ISSUE Spatial discontinuity type Tradeoff between temporal  
and spatial resolution

TIR Cloudy pixels, pixels  
misclassified as clouds,  
and defective sensors

Technical and budgetary 
limitations

PWM Scanning gaps between  
orbits

Technical and budgetary 
limitations
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time [21]. Satellite-derived LST is based on Planck’s law 
[22], which states that total radiative energy emitted by the 
ground surface or subsurface increases with an increase 
in temperature.

Using the radiative transfer equation and assuming a 
cloudless atmosphere in local thermodynamic equilibrium, 
the channel infrared radiance Iobs received by a sensor at the 
top of the atmosphere can be written as [6]

( ,
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where m is the wavelength, i is the satellite viewing angle, 
fm  is the surface emissivity, ( ),B Tsm  is the Planck function 
describing radiance emitted at surface temperature ),(Ts  Rsl .  
is the downward solar diffusion radiance, Rat .  is the down-
welling thermal irradiance, ( )x im  is the atmospheric trans-
mittance, Rat -  is the upward atmospheric thermal radiance, 
and Rsl -  is the upward path solar radiance.

Equation (1) shows that retrieval of LST from satellite 
TIR data depends on surface parameters such as emissivity, 
surface conditions such as heterogeneous and nonisother-
mal factors, and atmospheric effects such as water vapor and 
clouds [23]. These are responsible for the lack of clarity in the 
physical meaning of satellite-derived LST, whereas the atmo-
spheric effects make TIR-based retrieval algorithms favorable 
only for images observed under clear-sky conditions [24]. 
The definition of satellite-derived LST for heterogeneous 
and nonisothermal surfaces is still controversial [23]. Al-
though several classical retrieval methods, such as split-win-
dow, mono-window, and single-channel algorithms, have 

been widely used to generate LST data with acceptable ac-
curacy [6], invalid values of cloud pixels have been observed 
in LST images.

Conversely, PMW data penetrate clouds, making all-sky 
subsurface temperature retrieval possible in cloudless and 
cloudy conditions based on various approaches, such as 
empirical and physics-based methods and neural networks. 
However, such techniques have ambiguous physical mecha-
nisms and assumptions regarding the land surface emissiv-
ity and atmospheric effects, which reduces the feasibility of 
measuring and the accuracy of subsurface temperatures [6]. 
Moreover, subsurface temperatures retrieved from PMW data 
show an average value of the soil temperature from the land 
surface to a particular depth beneath the surface and differ 
from TIR LST obtained at several microns of depth. A conver-
sion model developed to consider the thermal conductivity 
equation of soil would offer strong potential for the PMW LST 
data to match the LST value of TIR images.

As an important variable, LST can also be derived from 
the surface energy balance (SEB) equation by identifying the 
surface-related energy components [10]. Over the land sur-
face, the SEB formula is applied as follows:

	 ,G S F H LEn n= - - - � (2)

where G  is the ground heat flux, Sn  is the net solar (or short-
wave) radiation derived from incoming shortwave radiation 
minus outgoing shortwave radiation, Fn  reflects upwelling 
longwave radiation minus downwelling longwave radia-
tion, and H  and LE  denote the sensible and latent heat 
flux, respectively.

FIGURE 1. (a) A comparison of spatially discontinuous LST data and that of low spatial and temporal resolution. (b) An example of spatially 
continuous LST at high spatiotemporal resolution. 
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, ,HFn  and LE  are functions of LST and other variables, 
such as surface emissivity, air density, wind speed, humidity, 
and air temperature. LST can be derived from SEB [10] based 
on the knowledge of surface and atmospheric conditions. Be-
cause surface variables cannot be measured by satellite, the 
satellite data require substantial work before they can be used 
alone to derive LST [10].

CURRENT SATELLITE-BASED LST PRODUCTS
Satellite-derived LST estimation has improved significantly 
during the last few decades [6], resulting in LST products with 
acceptable accuracy, and the demand for remotely sensed LST 
data has increased in numerous applications. Operational 
LST products retrieved from different satellite sensors are freely 
available from various organizations. 

Notably, significant projects have been funded to provide 
an accurate global view of LST in recent decades. These proj-
ects have developed techniques for merging archived data 
from various satellites into a combined long-term satellite 
record for climates, such as the European Space Agency LST 
Climate Change Initiative project for GlobTemperature data 
(http://data.globtemperature.info/); NASA Making Earth System 
Data Records for Use in Research Environments project; 

and Research and Development of the System for Global Land 
Surface Parameter Product Set and Product Generation project 
(phase II), managed by the Ministry of Science and Technology 
of the People’s Republic of China. 

Newly released LST products can also be obtained from 
various satellites, such as ASTER onboard the Terra satellite, the 
Visible Infrared Imaging Radiometer Suite (VIIRS) onboard the 
Suomi National Polar-Orbiting Partnership (S-NPP) satellite, the 
Advanced Baseline Imager (ABI) onboard the Geostationary 
Operational Environmental Satellite (GOES)-R satellite, Global 
Land Surface Satellite (GLASS) products [25], and the Sea and 
Land Surface Temperature Radiometer (SLSTR) onboard the 
Sentinel-3 A/B satellites. Furthermore, some scholars provide 
open source software or executable code for generating Landsat 
LST products [26], [27], although consistent scene-based global 
Landsat LST values are currently provided free of charge by the 
U.S. Geological Survey (https://www.usgs.gov/land-resources/
nli/landsat/landsat-collection-2-surface-temperature).

Other LST products, such as PMW LST, used in various 
publications are also available upon request from the corre-
sponding authors [15]. Some of the commonly used opera-
tional satellite-derived LST products and their specifications 
are listed in Table 2.

TABLE 2. THE COMMON SATELLITE-DERIVED LST PRODUCTS AND THEIR SPECIFICATIONS.

LST DATA
SPATIAL 
RESOLUTION

TEMPORAL 
RESOLUTION TEMPORAL EXTENT 

REPORTING RESULTS OF 
LST PRODUCT ACCURACIES DOWNLOAD LINK OR SOURCE

Aqua AMSR-E 25 km One day June 2002–Sept.  
2011

~4–6 K [28] From the corresponding author of [28] 

Global Change 
Observation Mission 
AMSR2

10 km One day July2012–present ~4–6 K [29] From the corresponding author of [29]

FY-2F/2G VISSR 5 km 1 h Nov. 2012–present Have not been validated 
extensively [30]

http://satellite.nsmc.org.cn/portalsite/
default.aspx 

GOES Imager 4 km hourly and 3 h Sept. 1994–present About 2 K [31] https://www.ospo.noaa.gov/Products/
land/glst/

MSG SEVIRI 3 km 15 min Feb. 2005–present Fewer than 2 K [32] https://landsaf.ipma.pt/en/

GOES ABI 2 km 15 min 2018–present 2.5 K in accuracy in  
most cases of the  
validation [33]

https://www.star.nesdis.noaa.gov/
goesr/product_land_lst.php 

Terra/Aqua MODIS 1 and 5 km One day June 2000–present Fewer than 1 K over  
homogeneous  
surfaces [34]

https://ladsweb.modaps.eosdis.nasa 
.gov/search/

GLASS 1 km and 0.05° One day 1983, 1993, 2003,  
and 2013

2 K for GLASS-MODIS  
LST and 3 K for GLASS-Ad-
vanced Very High Resolution 
Radiometer LST [25] 

http://glass.umd.edu/LST/

FY-3A/3B/3C VIRR 1 km One day Aug. 2009–present Fewer than 2 K [35] http://satellite.nsmc.org.cn/portalsite/
default.aspx

Sentinel-3 SLSTR 1 km One day Feb. 2016–present Fewer than 2 K [36] https://eoportal.eumetsat.int/ 

S-NPP VIIRS 750 m One day Nov. 2011–present ~1.2 K at zenith angles  
of ≤40°

https://viirsland.gsfc.nasa.gov/Products/
NASA/LSTESDR.html

Terra/ASTER 90 m 16 days Mar. 2000–present Fewer than 1.5 K over a 
selected number scenes 
[37], [38]

https://lpdaac.usgs.gov/products/
ast_08v003/

Landsat TM/ETM+/
TIRS

30 m 16 days 1984–present  
(North America)

Fewer than 2 K from 83% 
global validation data  
set [39], [40]

https://earthexplorer.usgs.gov/ 
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DESCRIPTION OF THE PROBLEMS

RECONSTRUCTION
The main reason for spatially discontinuous LST is miss-
ing or cloudy pixels, which severely limits many LST ap-
plications [41]. Therefore, suitable methods for filling or 
amending these pixels are required. In particular, an effi-
cient and cost-effective approach is reconstruction of these 
pixels by utilizing complementary information from dif-
ferent sources [42].

Reconstructing missing or cloudy information in satellite-
derived LST data is a typical ill-posed inverse problem. To 
unify the terminology and explain the issue, we provide a 
brief introduction to the problem, describe the general con-
cept of the reconstruction of LST data, and explain the nota-
tions and symbols.

The reconstruction of absent LST data requires the missing 
values to be estimated from the existing or remaining valid 
LST values and complementary spatial, multitemporal, spa-
tiotemporal, or multisensor information. As shown in Figure 2,  
LST data L are given at observation time t0, and L Rm n! )  
L RR( ; ),22"!X  where Ω represents the spatial domain and 

comprises m × n points. We assume that domain Ω contains 
a missing or cloudy pixel region MC and a region EC with an 
existing and valid LST, i.e., MC EC,X= and MC EC .+ U=

The purpose of the reconstruction is to estimate (i.e., re-
construct) an LST value at a position (x0, y0) located in MC 
from pixels in EC, which could contain data from other ob-
servation times and sensors. LST reconstructions are based 
on reasonable assumptions and required to be visually natu-
ral and in agreement with all known thermal properties. 

Given a missing LST pixel (x0, y0) obtained from a sensor 
(s0) acquired at observation time t0, its LST value can be re-
constructed as

	 ( , , , ) ( ( , , , )),LST x y t s f LST x y t s
s s
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t t
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qp
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where (x0, y0) ! MC; (x, y) ! EC; ( )f $  is a linear or nonlinear 
function denoting the relationships of all of the existing or 
remaining valid pixels; t is the observation time; s is the sen-
sor; m and n are the rows and columns of the pending recon-
structed LST data, respectively; and p and q are the numbers 
of the observation time and sensor, respectively. Comple-
mentary information from the same sensor can be exploited 
only if s = s0, whereas spatial information can be exploited 
only if t = t0. Furthermore, complementary information from 
different sensors with the same or similar observation times 
(e.g., t0) can be used to reconstruct cloudy pixels by blend-
ing TIR LST (e.g., from MODIS) with PMW LST (e.g., from 
AMSE-R) or by combining the SEB equation and in situ data 
to produce spatially complete LST data sets.

Figure 2 summarizes two main groups of LST reconstruc-
tion methods: those using spatial, temporal, and spatiotem-
poral information and those using multisensor data. Further-
more, the reconstruction methods discussed in this review 
are based exclusively on satellite LST products; techniques 
based on TIR radiance are not covered. 

SPATIOTEMPORAL FUSION
For technological or financial constraints, a tradeoff between 
temporal and spatial resolution always exists [43]; that is, 
a sensor providing LST data at fine spatial resolution has 

FIGURE 2. An LST reconstruction using complementary information based on spatial, multitemporal, spatiotemporal, and multisensor 
methods. EC: existing or cloudless region; MC: missing or cloudy region. 
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poor temporal resolution and vice versa. For example, geo-
stationary satellites provide multispectral images of the 
observed Earth disk with high temporal resolution (e.g.,  
15 min) [44]. Nevertheless, the corresponding low spatial 
resolutions (3–5 km) limit the spatial details observed 
over heterogeneous landscapes [45]. Polar-orbiting sen-
sors, such as Landsat Operational Land Imager and Terra 
MODIS, often provide LST at resolutions of about 100 
and 1,000 m, respectively, which enables observation with 
greater detail in heterogeneous areas. However, their re-
spective long revisit cycles of 16 days and a half day can 
shorten the duration for optimal observation, particularly 
over rapidly changing regions.

Several studies have reviewed methods for increasing the 
spatial or temporal resolution in remotely sensed LST data 
[19], [46]. Different terms were used to refer to the various 
methods for enhancing LST spatiotemporal resolution, e.g., 
downscaling [47], [48], image fusion [49], and disaggregation 
[19]. According to a recent study by Xia et al., these methods 
can be divided into two categories: kernel-driven techniques, 
which downscale LSTs with the reference of auxiliary data 
from multispectral sensors, and fusion-based approach-
es, which predict fine spatiotemporal resolution LSTs by 
blending information about temporal changes and spatial 
relationships obtained from other sensors [50]. Zhan et al. 
focused on methods dedicated to disaggregating LSTs and 
provided a comprehensive and systematic review of kernel-
driven methods [19]. Various new satellite sensors and LST 
products have been presented recently (Table 1); accord-
ingly, fusion-based approaches have advanced rapidly and 
attracted increasing attention. This review focuses on the 
development of fusion-based methods over recent decades.

It should be noted that the fusion-based approaches pre-
sented in this review are spatiotemporal fusion techniques, 
which differ from more traditional optical-image fusion meth-
ods, such as spatial–spectral fusion. Such traditional methods 
generally use only a panchromatic band to improve the de-
tailed spatial information of their multispectral images [51]. 

In contrast, spatiotemporal fusion 
methods consider images with differ-
ent spatial resolutions and acquisition 
times simultaneously. Furthermore, spa-
tial–spectral fusion is often performed 
on raw digital numbers, whereas spa-
tiotemporal fusion generally requires a 
physical parameter as input, e.g., reflec-
tance or LST. The basic concept behind 
LST spatiotemporal fusion is to predict 
a fine-spatial-resolution LST at time t0 
using resampled LST of coarse spatial 
resolution at the same time as well as 
a fine-scale-conversion factor (SCF), as 
shown in Figure 3. The SCF can be ob-
tained or learned from a fine-scale clas-
sification image or from multiple pairs 
of fine- and coarse-spatial-resolution 

LSTs of the same areas observed at various times (e.g., 
, ,t t tp1 2 f ). Fine-spatial-resolution LST at time t0 thus can be 

expressed as

	 ( , ) ( ( , ), SCF),LST i t f LST i tH L0 0= � (4)

where LSTH  and LSTL  represent fine- and resampled 
coarse-spatial-resolution LSTs, respectively, and i  denotes 
the ith pixel.

CONNECTIONS BETWEEN RECONSTRUCTION  
AND SPATIOTEMPORAL FUSION
Many applications would benefit from spatially continuous 
LST products on a global scale, whereas SCHR-LST products 
would be ideal for many fine-scale applications. Figure  4 
shows the relationship between reconstructed LST, spatio-
temporal fusion, and the application of generated SCHR-LST. 
Thus, reconstruction and spatiotemporal fusion methods are 
often used together. 

For example, Shen et al. employed reconstruction and 
spatiotemporal fusion methods to analyze long-term and 
fine-scale summer SUHIs in Wuhan City, China [13]. Lu et al. 
compared SUHIs during daytime (i.e., 10:30 a.m. local time) 
and nighttime (i.e., 12:30 a.m. local time) during different 
seasons in Hefei, China, based on reconstructed and fused 
Landsat-like LST data [52]. 

More recently, spatially complete and temporally con-
tinuous LST values were obtained for surface soil moisture 
mapping by combining reconstruction and spatiotemporal 
fusion methods [53]. In essence, we can extend the basic con-
cept of spatiotemporal fusion by interpreting this method as 
a special case of reconstruction in which no auxiliary pixels 
are available in space at the predicted time (i.e., completely 
missing data). Nonetheless, this study reviews the methods 
separately without referring to them collectively as recon-
struction methods because spatiotemporal fusion is better 
known and easily acceptable. Based on the low-resolution 
LST information at the predicted time, spatiotemporal fusion 

FIGURE 3. A spatiotemporal LST fusion with an SCF obtained from data pairs (fine and coarse 
resolution) at different times or a fine-scale classification image. 
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can be used to reconstruct remote sensing images affected by 
phenological and significant land cover changes [54]. There-
fore, reconstruction and spatiotemporal fusion are closely 
interconnected, which is the main reason for reviewing these 
methods here.

RECONSTRUCTION FOR SPATIAL CONTINUITY

RECONSTRUCTION OF MISSING LST PIXELS
Although partially cloudy pixels are often treated as missing 
pixels, there are obvious differences when estimating LST for 
cloudy pixels and missing pixels from neighboring cloud-
free pixels. In this review, missing pixels are regarded only as 
the case in which measurements are actually missing owing 
mainly to defective sensors (e.g., Landsat ETM+ SLC-off data) 
[13] and scanning gaps between orbits (e.g., Aqua/AMSR-E, 
Global Change Observation Mission/AMSR2 data), which 
can occur in TIR and PMW imagery.

Reconstruction techniques can be used to complete the 
missing data and enhance the usability of incomplete LST data. 
In the literature, several approaches have been proposed that 
can be roughly classified into three types [55]: 1) spatial meth-
ods, in which no additional reference information is required; 
2) temporal techniques, in which the reference information of 

one area was obtained at different observational times; and 3) 
spatiotemporal approaches, in which the reference informa-
tion is from additional spatial and temporal information. 

An example of the spatiotemporal reconstruction of 
missing AMSR-E LST pixels is given in Figure 5. Proposed 
by Zeng et al. [56], the adopted spatiotemporal reconstruc-
tion method consists of three steps. First, a classification map 
should be obtained to differentiate the land surface types; the 
missing AMSR-E LST values of the target image (observed on 
1 January 2011, in this case) can then be reconstructed us-
ing robust regression with the spatiotemporal information 
from other auxiliary LST images in each classification (such 
as those observed on 2 January 2011, in this case). Finally, a 
postprocessing procedure with spatial information is applied 
to eliminate outliers.

SPATIAL RECONSTRUCTION METHODS
Reconstruction techniques based exclusively on spatial in-
formation are the most traditional of the three approaches. 
These methods reconstruct missing information using the 
existing or remaining valid LST values and assume that they 
share the same statistical and geometrical structures with the 
missing values [57]. The most basic reconstruction methods 
are spatial interpolation approaches, e.g., spline function 

[58] and geostatistical methods. Moti-
vated by the high spatiotemporal het-
erogeneity of LST, some researchers 
have considered more environmental 
variables and used multivariate inter-
polation methods, e.g., cokriging [59] 
and regression tree analysis [60].

TEMPORAL RECONSTRUCTION 
METHODS
Reconstruction methods based on  
multitemporal or time-series informa-
tion use temporal images of the same 
region at different times to reconstruct 
missing pixels. The algorithms primar-
ily employed include the linear tem-
poral approach [61]–[63], harmonic 
analysis method [64], temporal Fou-
rier analysis approach [65], wavelet 
transformation method [66], asym-
metric Gaussian function fitting meth-
od [67], singular spectrum analysis 
algorithm [68], discrete cosine trans-
form [69], diurnal temperature cycle 
(DTC)-based method [8], [70], [71], 
and multitemporal dictionary learn-
ing [72]. Multitemporal methods gen-
erally ignore data from geographically 
neighboring pixels and are appropri-
ate when the differences are linked 
mainly to regular changes, such as 
those in observation conditions and 

FIGURE 4. A schematic diagram showing the generation of SCHR-LST and the relationship 
between LST reconstruction and spatiotemporal fusion.
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phenology. In contrast, abrupt changes, such as newly con-
structed buildings and sudden natural disasters, are difficult 
to reconstruct [42].

SPATIOTEMPORAL RECONSTRUCTION METHODS
Spatiotemporal approaches appear to be the most appro-
priate methods for reconstructing degraded remote sensing 
data with high variability in both space and time [55], [73]. 
The most basic strategy is to sequentially apply a spatial and 
temporal reconstruction method in which a multitemporal 
method is used first; a spatial reconstruction method is then 
applied if the first step fails to recover all missing pixels or 
identify abnormal pixels [56]. 

For example, Liu et al. introduced a spatiotemporal recon-
struction framework for recovering missing pixels of FY-2F 
LST products that included multitemporal and spatial recon-
struction methods [8]. Duan et al. proposed a spatiotempo-
ral interpolation module for constructing missing AMSR-E 
temperature data caused by orbital gaps between satellite 
overpasses [24]. For LST image time series, Weiss et al. pro-
posed a gap-filling method using neighboring valid data and 
data from other times, i.e., different calendar dates or mul-
tiannual data sets [74]. Pham et al. reported good results in 
applying a 3D gap-filling method to nine years of LST data 
observed over Australia between 2002 and 2011 [75]. 

Recently, Wang et al. proposed a new method for esti-
mating MODIS or Landsat LST under cloudy skies that used 
solar–cloud–satellite geometry (SCSG) [76]. Their scheme 
required multitemporal or synthetic reference LST data (e.g., 
MOD11A2 averaged eight-day LST products) and a neighbor-
ing clear-sky region to calculate a ratio based on the SCSG.

Moreover, some hybrid methods that combine spatial or 
temporal approaches with spatiotemporal techniques have 
been proposed. These hybrid methods utilize the advantages 
of the individual approaches but avoid their disadvantages 
[77]. Many studies have demonstrated that hybrid and spa-
tiotemporal methods usually yield lower errors [78].

A COMPARISON OF METHODS FOR  
RECONSTRUCTING MISSING PIXELS
Figure 6 shows reconstruction results for simulated missing 
pixels using different reconstruction methods. The original 
image in Figure 6(a) is a Terra MODIS LST image acquired on 
10 October 2010, and Figure 6(b) is an LST image that sim-
ulates the missing pixels from Figure 6(a). Figure 6(c)–(e) 
shows the Terra MODIS LST images acquired on 4 September 
2010, 20 September 2010, and 6 October 2010, respectively, 
which were used to reconstruct the missing pixels from Fig-
ure 6(b). The result of the spatial reconstruction method, 
shown in Figure 6(f), includes severe artifacts, particularly in 

FIGURE 5. The spatiotemporal reconstruction of missing AMSR-E LST pixels. The target (observed on 1 January 2011) and multitemporal 
AMSR-E LST images (observed on 2 January 2011) are used to reconstruct the missing LST pixels for generating a spatially continuous 
AMSR-E LST (1 January 2011) [56]. The scatterplots between the target and multitemporal AMSR-E LST images correspond to those on the 
classification map. 
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the regions marked with a red ellipse. These images demon-
strate that simple interpolation does not give a satisfactory 
result when the image data contain abundant missing values. 

The results of the temporal reconstruction method are 
shown in Figure 6(g). Fewer artifacts are observed in this ap-
proach than in the spatial reconstruction. However, the tem-
poral reconstruction method introduced apparent errors 
caused by temporal inconsistencies. When using the spatio-
temporal reconstruction technique, shown in Figure 6(h), all 
missing pixels were reconstructed with no visible artifacts or 
errors. This experiment shows that spatiotemporal reconstruc-
tion methods are preferable for reconstructing missing pixels 
in LST images.

The quantitative assessment of the three methods given 
in Table 3 further demonstrates the superiority of the spa-
tiotemporal reconstruction techniques over other recon-
struction approaches. The correlation coefficient (CC) and 
root-mean-square error (RMSE) values of all filled pixels in 

Figure 6 are provided for an overall quantitative evaluation. 
The temporal reconstruction method gave the worst result, 
whereas the best result was obtained using the spatiotem-
poral reconstruction approach, which is consistent with the 
findings in [78].

An experiment was conducted to illustrate the effects of 
the different methods using AMSR-E LST images that in-
cluded with missing pixels caused by scanning gaps between 
orbits. The AMSR-E LST images with missing pixels acquired 
on 1–4 January 2020 are shown in Figure 7(a)–(d), and the 
results of reconstructing Figure 7(a) by spatial, temporal, and 
spatiotemporal methods are shown in Figure 7(e)–(g). The 
results obtained are similar to those of the simulated experi-
ment. The spatial method presented inferior results, includ-
ing abundant artifacts, and the temporally reconstructed 
pixels were not satisfactory in the boundary regions; the 
spatiotemporal approach gave the best visual effect.

APPLICATIONS AND LIMITATIONS OF 
THE RECONSTRUCTION METHODS 
The primary limitations of the spatial, tem-
poral, and spatiotemporal reconstruction 
approaches are discussed in this section. 
The spatial reconstruction technique is gen-
erally easy to implement at a minimum 
computational cost and is suitable for ho-
mogeneous images with a small number of 

FIGURE 6. The simulations conducted for reconstructing missing pixels using different methods. (a) A Terra MODIS LST acquired on  
10 October 2010. (b) A simulated LST image with missing pixels from (a). (c)–(e) Terra MODIS LSTs acquired on (c) 4 September 2010,  
(d) 20 September 2010, and (e) 6 October 2010. The reconstruction results followed the (f) spatial reconstruction method in [58],  
(g) temporal reconstruction approach in [63] using MODIS LSTs in (c)–(e), and (h) spatiotemporal reconstruction technique in [56] using 
the same auxiliary data as those employed in the temporal reconstruction method. The regions marked with red ovals show that the spatial 
reconstruction method brings severe artifacts. 

(a) (b) (c) (d)

(e) (f) (g) (h)

TABLE 3. THE CC AND RMSE VALUES OF THE RECONSTRUCTION  
IMAGES IN FIGURE 6.

INDICATOR
SPATIAL RECONSTRUCTION 
METHOD IN [58]

TEMPORAL 
RECONSTRUCTION  
METHOD IN [63]

SPATIOTEMPORAL 
RECONSTRUCTION  
METHOD IN [56]

CC 0.9828 0.976627 0.98686

RMSE (ºC) 1.34 2.95 0.9
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missing pixels. However, it provides limited spatial informa-
tion, blurred LST images with abundant missing pixels in 
heterogeneous landscapes, and unsatisfactory accuracy, as 
shown in Figure 6(f) and Figure 7(e).

The temporal reconstruction method is suitable for LST 
images with abundant pixels and adequate multitemporal 
information. However, this approach is highly sensitive to 
temporal inconsistency, such as that caused by land cover 
change or weather, as shown in Figure 7(f). Furthermore, se-
lecting or designing a model to fit this multitemporal infor-
mation can be challenging.

The spatiotemporal reconstruction method is appropriate 
for regions with abundant missing pixels. The resultant image 
has high accuracy and acceptable computational cost. Howev-
er, this method underutilizes the available temporal and spa-
tial information. Maximizing the use of all available temporal 
and spatial information is the main concept of the spatiotem-
poral reconstruction methods, which show promise.

It is noteworthy that all of the mentioned methods, in 
principle, are applied for recovering missing pixels in LST 
data. In practice, however, these methods are often used to 
reconstruct LST pixels under cloudy conditions [8], [73], [78] 
even though they can provide only hypothetical LST values 
under cloudless conditions. These hypothetical values 
are generally different from LSTs actually observed under 
cloudy conditions.

RECONSTRUCTING LSTs FOR CLOUDY PIXELS
Cloudy-sky conditions lead to abundant cloudy pixels in 
TIR LST data; thus, it is highly desirable to develop suit-
able methods for reconstructing cloud-contaminated LSTs. 
Numerous approaches have been presented specifically 
for reconstructing cloudy-pixel LSTs [10], [12], [14], [24], 
[79]–[81]. These reconstruction approaches can be cat-
egorized into two general groups. The first involves PMW 
data observed by satellite sensors (e.g., AMSR-E), which 
also retrieve the LST under clouds. The second contains 
SEB-based methods, in which additional assumptions or 

meteorological conditions are indispensable for estimating 
the errors between cloud-free and cloudy areas. An exam-
ple of a PMW-based reconstruction of cloudy MODIS LST 
(MYD11A1) pixels is shown in Figure 8.

PMW-BASED METHODS
Given the different advantages, techniques for blending data 
from TIR and PMW sensors have strong potential for gener-
ating spatially continuous LST data sets with high accuracy 
and moderate spatial resolution [79]. Recently, several blend-
ing methods have been presented for TIR and PMW LST. In-
dian scholars utilized artificial neural networks to generate a 
spatially continuous MODIS LST data set under nonclear-sky 
conditions based on the microwave polarization difference 
index, MODIS LST, and other ancillary data [14]. Duan et al. 
proposed a promising framework for retrieving all-weather 
MODIS LST by integrating data from AMSR-E and MODIS 
sensors onboard the Aqua satellite [24]. 

Using a method based on the Bayesian maximum en-
tropy theory, some scholars combined MODIS and AMSR-E 
LST data obtained during nighttime and daytime over dif-
ferent terrains (e.g., the Tibetan Plateau and Heihe River 
Basin) and heterogeneous landscape types [79], [82]. Their 
method is shown to be feasible for reconstructing all-sky 
LSTs with the combined TIR and microwave LST products.

However, the challenges of low retrieval accuracy and 
coarse spatial resolution of PMW data in this method have 
inspired new concepts. For example, Zhou et al. proposed 
a thermal sampling depth correction method to estimate 
the PMW LST over barren land, which had the potential 
for generating PMW LST with the same physical mean-
ing and similar accuracy as those of TIR LST [83]. Holmes  
et al. modeled and quantified the systematic differences 
between PMW and TIR LST by considering both radiative 
transfer and sensing depth [84]. 

Given that presently used PMW LST downscaling meth-
ods do not fully consider the rapid time-varying characteristic 
of LST, Zhang et al. proposed a novel method for blending 

FIGURE 7. AMSR-E LST images with missing pixels (scanning gaps). (a)–(d) AMSR-E LST images with missing pixels acquired on 1–4 January 
2020. The reconstruction results followed the (f) spatial reconstruction method in [58], (g) temporal reconstruction method in [63] using the 
AMSR-E LSTs in (b)–(d), and (e) spatiotemporal reconstruction method in [56] using the same auxiliary data as those used in the temporal 
reconstruction method. 

(a) (b) (c) (d)

(e) (f) (g)
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TIR and PMW data based on the decomposition of LST in the 
temporal dimension, such as annual, diurnal, and real-time 
weather components [85]. These findings present a signifi-
cant step forward in the global merger of PMW and TIR LST 
in generating all-weather LST products. In summary, coarse-
spatial-resolution PMW data can be regarded as reference in-
formation for available TIR LST (e.g., MYD11A1 products) or 
other auxiliary data when retrieving spatially complete LSTs 
with fine spatial resolution [14], [24], [79], [83], [85].

SEB-BASED METHODS
Unlike the aforementioned techniques, which are based 
directly on remote sensing data, SEB-based approaches 
utilize models of the physical processes controlling the 
various surface parameters. In 2000, Jin creatively put for-
ward an SEB-based neighboring-pixel (NP) method for ob-
taining cloudy-pixel LST values [10]. In this approach, the 
cloudy-pixel LSTs were interpolated from neighboring clear 
pixels and auxiliary in situ data (e.g., net solar radiation, net 
longwave radiation, and latent heat flux). Inspired by Jin’s 
research, a temporal method [86], spatiotemporal method 
[87], and revised NP method [12] were proposed to recov-
er cloud-covered pixels of LSTs from MSG/SEVIRI data or 
MOD11A1 products.

In addition, some two-step frameworks were developed 
to recover satellite-based LSTs contaminated by clouds [81], 
[88], which reduced the strong dependence on ground-based 
measurement. In that method, the cloudless theoretical 

LSTs were calculated in the first step, and an SEB-based 
procedure was then used to correct the filled values in the 
second step. A novel method was recently proposed for re-
constructing LSTs in cloud-covered areas using integrated 
MODIS/Terra land products and MSG geostationary satel-
lite data [89]. One main advantage of the method is that 
it considers the cumulative effect of solar radiation on LST 
rather than only instantaneous differences in solar radia-
tion based on MSG time-series observations. 

In addition, Martins et al. applied the SEB-based meth-
od to derive all-weather MSG/SEVIRI LST products, which 
provided the foundation for the first all-weather LST prod-
uct generated by the Land Surface Analysis Satellite Applica-
tion Facility (LSA-SAF) [90]. On the basis of numerical (i.e., 
the urban canopy model) and atmospheric (i.e., weather re-
search and forecasting) method, Fu et al. used information 
related to the structure and form of urban buildings to cal-
culate the SEB and proposed a physical model-based tech-
nique for estimating cloudy pixels of urban MODIS LSTs 
[80]. In summary, the actual LST values of cloudy pixels can 
be recovered with the help of auxiliary data by combining 
SEB- and NP-based or model-based methods.

A two-step LST data fusion framework was recently pro-
posed for generating MODIS-like LSTs under all-weather 
conditions [91], given that spatially complete and tempo-
rally continuous LSTs of coarse spatial resolution can be 
obtained from the China Land Data Assimilation System 
(CLDAS). This innovative work maximizes the potential 

of MODIS LST retrievals and CLDAS 
LST and attempts to create synergy 
between reconstruction and spatio-
temporal fusion.

A COMPARISON OF 
RECONSTRUCTION METHODS  
FOR CLOUDY PIXELS
Few studies provide a comparison of 
SEB- and PMW-based methods be-
cause they require different auxiliary 
data sets (e.g., from PMW sensors or 
in situ measurements) or models with 
abundant parameters, which are dif-
ficult to obtain simultaneously. Al-
though Fu et al. concluded that the 
physical model-based approach was 
more effective than SEB- and PMW-
based methods for reconstructing ur-
ban LSTs [80], their conclusion was not 
backed up by experimental results and 
quantitative evaluation. 

To the best of our knowledge, the 
first quantitative comparison was giv-
en recently by Long et al. [91], in which 
an approximate SEB-based [88] and 
PMW-based method [24] was selected 
to evaluate the proposed technique. 

FIGURE 8. A PWM-based reconstruction of cloudy MODIS LST pixels. The target MODIS LST 
images (observed on 1 January 2011) and the AMSR-E LST images (observed on 1 January 
2011) are used to reconstruct the cloudy MODIS LST pixels for generating spatially continuous 
MODIS LST (1 January 2011). PWM-based reconstruction needs to consider the differences in 
spatial resolution and the conversion from (sub-)surface temperatures to LST. 
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Hereafter, this approach is referred to 
as the Long method. Although the SEB-
based technique includes multitempo-
ral reconstruction and correction with 
SEB [88], Long et al. compared the LST 
estimated only from the multitemporal 
reconstruction with their results be-
cause the accuracy of the corrected LST 
was not improved [91].

The mean absolute error (MAE), 
RMSE, and coefficient of determination (CD) of the LSTs 
obtained from the PMW-based and Long methods were 
compared with in situ LSTs (comparison A), as shown in 
Table 4. All three indicators in the Long method were bet-
ter than those in the PMW-based approach. Similarly, the 
three indicators of LSTs obtained from the Long method 
were better than those from the SEB-based technique 
when compared with in situ LSTs obtained at other times 
(comparison B).

APPLICATIONS AND LIMITATIONS OF  
PMW- AND SEB-BASED METHODS
The primary applications and limitations of PMW- and 
SEB-based approaches are discussed in this section. PMW-
based techniques are suitable for LST retrievals in all-sky 
(i.e., cloudless and cloudy) conditions and can provide 
useful information for reconstructing the cloudy LSTs of 
TIR sensors. However, LSTs estimated from PMW have 
limitations in accounting for the spatiotemporal variabil-
ity of microwave emissivity [92] owing to variation in land 
surface types. Moreover, subsurface temperatures retrieved 
from PMW differ from LSTs (also known as skin temperature) 
obtained from TIR sensors and require conversion to skin 
temperature [93].

Another limitation is that the resolution of the PMW data 
(e.g., 25 km) is significantly lower than that of TIR data (e.g., 
100 m). These differences require con-
sideration when fusing TIR and PMW 
LST products, such as recovering the 
LST at the spatial resolution of TIR 
data when a microwave pixel is partly 
cloudy. Therefore, high-precision, phys-
ics-based retrieval algorithms; effective 
conversion models; and an appropriate 
downscaling algorithm are urgently re-
quired in PMW-based reconstruction 
methods [24], [83]–[85].

SEB-based techniques provide a 
new approach for reconstructing the 
cloudy LSTs of TIR sensors without 
considering the differences in spatial 
resolution and conversion between 
subsurface temperature and LST. How-
ever, these methods require valid 
NPs from spatial, temporal, or spatio-
temporal techniques [87], which are 

difficult to obtain in humid regions with consecutive rain 
events. Furthermore, these approaches make assumptions 
about environmental variables and require specific meteo-
rological and hydrological observations to calculate LST er-
rors between cloudless and cloudy areas, thereby introduc-
ing more error [80].

In summary, the PMW- and SEB-based methods can be 
used to effectively estimate LSTs under all-weather conditions 
compared with the spatial, temporal, and spatiotemporal 
reconstruction approaches. However, their limitations hin-
der their further application.

SPATIOTEMPORAL FUSION FOR HIGH RESOLUTION
By far, the most widely used spatiotemporal fusion methods 
employ the spatial and temporal adaptive reflectance fu-
sion model (STARFM) and its enhanced version (ESTARFM) 
[43], [94]. Although these were originally proposed for sur-
face reflectance, they can be applied to other environmental 
variables, such as the normalized difference vegetation in-
dex, leaf area index, and LSTs. Over the past decade, vari-
ous spatiotemporal fusion methods have been proposed 
for obtaining LSTs with high spatiotemporal resolution, 
including 1) weighted function-based, 2) unmixing-based, 
3) hybrid, and (4) learning-based methods. An example of 
weighted function-based spatiotemporal fusion methods is 
shown in Figure 9.

TABLE 4. A QUANTITATIVE EVALUATION OF THE RECONSTRUCTION METHODS 
FOR CLOUDY PIXELS.

INDICATORS

COMPARISON A COMPARISON B

PMW-BASED 
METHOD IN [24]

LONG  
METHOD [91]

LONG  
METHOD [91]

SEB-BASED 
METHOD IN [88] 

MAE (ºC) 5.96 2.31 2.49 3.85

RMSE (ºC) 6.89 3.01 3.24 5.16

CD 0.8 0.91 0.93 0.81

FIGURE 9. The weighted function-based spatiotemporal fusion methods. The two pairs of 
MODIS and Landsat LST data (time t1 and t2) and one MODIS LST data set at the predicted 
time t0 can be used to generate Landsat-like LST data of the predicted time t0. 
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WEIGHTED FUNCTION-BASED METHODS 
Since they were first proposed, weighted function-based 
methods, such as STARFM and ESTARFM, hereafter referred 
to collectively as STARFM-like methods, have gained consid-
erable attention. Some studies directly adopted STARFM-
like methods to generate daily fine-resolution thermal data 
and their derivative products, such as evapotranspiration 
and LST [95]–[99]. However, their performance, to a certain 
degree, degrades over heterogeneous areas because obvious 
differences exist between reflectance and LST. 

STARFM-like methods with various improvements 
were designed for generating high-spatiotemporal-resolu-
tion LSTs. These enhancements were made in the model 
relationships among different-resolution pixels, weighted 
function design, number of sensors, and the temporal 
variation modeling or thermal landscape representation, 
which aimed to improve spatiotemporal LST patterns. 
With the aid of the weighted function, linear relationships 
were established between two MODIS LSTs of different 
times or a MODIS and Landsat LST of the same time to pre-
dict synthetic Landsat-scale LST data [100], [101]. 

Based on the STARFM framework, Huang et al. and Wu 
et al. designed bilateral filtering- and variation-based fusion 
methods, respectively, for producing high-spatiotemporal-
resolution LSTs with higher accuracy [102], [103]. Weng et al.  
and Quan et al. modified ESTARFM to obtain LSTs with high 
spatiotemporal resolution by considering the annual tem-
perature cycle (ATC) and urban thermal landscape hetero-
geneity [104], [105], respectively. Wu et al. proposed a spa-
tiotemporal integrated temperature fusion model (STITFM)  
for generating fine-spatiotemporal-resolution LSTs with 
more than two sensors [17]. Weighted function-based 
methods generally have shown good performances in 
the literature and can be improved further by considering 
complex surface heterogeneity and rapid changes in the 
surface type.

UNMIXING-BASED METHODS
Unmixing-based methods regard temporal variation at a 
low-spatial-resolution pixel as a mixture of some compo-
nent temporal variations at the corresponding high-spa-
tial-resolution pixels. As a pioneering work, an unmixing-
based fusion idea to combine multisensor satellite images 
observed at different times with different resolution was 
proposed [106]. 

Generally speaking, unmixing-based methods have two 
main challenges: serious errors associated with the unmix-
ing process and a lack of within-class variability of the fine-
scale information inside a coarser pixel [46]. Subsequently, 
unmixing-based approaches were designed to address these 
challenges. For example, specific constraints were incorpo-
rated into a unmixing process to ensure that the obtained re-
flectance values were positive and within a physically mean-
ingful range [107]. To account for land cover change, a spatial 
and temporal data fusion approach (STDFA) and its modi-
fied version (ESTDFA) were put forward that use two or more 

image pairs with a constant and an adaptive-moving window, 
respectively [108], [109]. 

Huang and Zhang described an unmixing-based fusion 
technique capable of considering phenological differences 
and changes in the surface type [110]. However, owing to 
the complexity of temperature unmixing, these methods 
are often applied to reflectance data but not to LST data. 
Wu et al. estimated LSTs with high spatiotemporal resolu-
tion for environmental-process monitoring using STDFA 
directly and compared the results with those obtained by 
STARFM and ESTARFM [111]. Their results indicated that, 
although all three methods captured the spatiotemporal 
change information of the LSTs, they also showed perfor-
mance differences, with ESTARFM, STDFA, and STARFM 
performing best to worst, respectively. In summary, un-
mixing-based methods are widely limited by inaccurate 
estimation numbers of endmembers, endmember spectral 
variability in multitemporal data, and spectral mixing non-
linearities. Furthermore, these techniques are challenged 
by land cover changes.

HYBRID METHODS
Hybrid methods usually integrate two or more techniques 
and contain weighted function- or unmixing-based ap-
proaches. Their purpose is to enhance the performance of 
data fusion by integrating the advantages of different meth-
ods. Representative approaches include the spatial and tem-
poral reflectance unmixing model [112], flexible spatio-
temporal data fusion (FSDAF) [113], the spatial–temporal 
remotely sensed images and land cover maps fusion model 
[114], bleed spatiotemporal temperature (BLEST) [105], and 
weighted combination of kernel-driven and fusion-based 
methods (CKFM) [50]. 

The first three methods combine ideas from unmixing 
theory, weighted function, Bayesian theory, and spatial in-
terpolation. Hybrid methods can fuse reflectance images 
under complex conditions, e.g., heterogeneous landscapes 
or abrupt land cover changes [46]. Inspired by the spatio-
temporal adaptive data fusion algorithm for temperature 
mapping [104] and FSDAF, the BLEST method combines 
multiple strategies for predicting hourly Landsat-like LSTs 
in heterogeneous areas. Specially, BLEST adopts weight-
ed functions to preserve more details in LST images of 
fine spatial resolution. Moreover, it uses ATC and DTC 
models to describe nonlinear temporal patterns of LST 
variations between LST images of coarse resolution, and 
it combines the temperature-mixing model and down-
scaling technology to account for effects from complex 
and changeable landscapes. 

However, assuming a linear or simple nonlinear rela-
tionship between the input and predicted LST data over 
complex landscapes might not be a sufficiently accurate 
approximation of reality. Furthermore, the literature 
shows that kernel-driven methods can capture abun-
dant detail of the TIR band from visible bands of finer 
spatial resolution, whereas fusion-based techniques are 
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favored for their high prediction ability in both spatial 
and temporal terms. To take full advantage of the two 
method types, Xia et al. proposed the weighted CKFM 
for obtaining downscaled LST time series [50]. However, 
CKFM cannot be directly implemented when the time 
resolution is more than one year because the long time 
interval can render the regression function invalid and 
enlarge the spatial differences, and the land cover types 
can change [50].

LEARNING-BASED METHODS
Learning-based methods employ machine learning al-
gorithms to model the relationship between observed 
coarse–fine image pairs and then predict the unobserved 
fine images. These techniques were proposed following the 
powerful nonlinear representation ability between input 
and output images, which is a major limitation of the first 
three approaches. 

Although learning-based methods are popular in the re-
mote sensing community, very few studies have been done 
to obtain high-spatiotemporal-resolution LST data. In pre-
vious research by Moosavi et al., a hybrid wavelet–artificial 
intelligence fusion approach was used to produce LST data 
with high spatiotemporal resolution, where the support 
vector regression and 2D wavelet transform were used to 
handle the nonlinear nature and nonstationary properties 
of the Landsat and MODIS LST data [115]. 

A deep learning (DL)-based spatiotemporal temperature 
fusion network (STTFN) method was designed recently to 
generate fine-spatiotemporal-resolution LST products with 
the Landsat and MODIS data [116]. The STTFN is more flex-
ible and intelligent than other approaches because it forms 
potentially complicated relationships using training data 
without manually designed mathematical rules. 

Moreover, high-spatiotemporal-resolution LST estima-
tion using a DL approach was also proposed by the fusion of 
satellite and ground sensor data, such as from the wireless 
sensor network [117] and automatic weather system [118]. 
This fusion strategy, in contrast to multisource satellite data 
fusion techniques, can deliver LST estimates at a higher rate 
than the satellite revisit frequency but introduces errors in 
the spatial representativeness. Other spatiotemporal meth-
ods originally designed for reflectance images also have 
strong potential for LST images, e.g., Bayesian-based meth-
ods [119]–[121].

A SIMPLE COMPARISON OF SPATIOTEMPORAL 
FUSION METHODS
The recent work of Yin et al. [116] enables intercompari-
son among three typical methods: two weighted function-
based (i.e., ESTARFM and STITFM) and a learning-based 
technique (i.e., STITN). These pioneering studies are cho-
sen because of the popularity of the methods or accessibil-
ity of the codes. Figure 9 shows predictions from the three 
approaches by fusing Landsat and MODIS data and the ac-
tual Landsat LST images obtained on 24 June 2011 for area 

1 (comprising 1,300 Í 1.300 pixels) and on 26 February 
2017 for area 2 (comprising 800 Í 800 pixels).

The predicted LST images obtained from STITFM and 
ESTARFM on 24 June 2011 were higher than the actual 
values, particularly for STITFM, as shown in Figure 9. The 
predictions from ESTARFM were physically closer to the 
actual LST image for 26 February 2017, although some con-
siderably higher values were observed in the red rectangu-
lar region shown in Figure 10. However, the predicted LST 
images generated by STTFN were the most consistent with 
the actual LST images.

The quantitative evaluations and computation efficien-
cy for the fusion results of ESTARFM, STITFM, and STTFN 
are summarized in Table 5. The highest structural similar-
ity (SSIM) and lowest RMSE were recorded by the proposed 
STTFN, whereas lower SSIM and higher RMSE values were 
recorded in ESTARFM and STITFM. ESTARFM was the 
most time-consuming method; the time expenditure of 
STTFN was close to that of STITFM. For STTFN, the most 
computational time was spent on training.

LIMITATIONS OF DIFFERENT SPATIOTEMPORAL 
FUSION METHODS
In this section, we present several limitations that are inter-
woven but related to different spatiotemporal fusion meth-
ods, and we discuss two of the main ones.

THE INCONSISTENCY PROBLEM OF  
DIFFERENT-RESOLUTION LSTs
Spatiotemporal LST fusion is implemented on LST images 
from two or more different satellite sensors, such as Landsat 
and MODIS. These LST images have many differences in 
spatial resolution, atmospheric conditions, solar geometry, 
viewing angle, observation time, and retrieval methods. Al-
though spatiotemporal LST fusion requires LSTs with dif-
ferent spatial resolution, a wide resolution gap will cause a 
loss of detail and lead to significant error [17]. Systematic 
bias among different types of LST images results from dif-
ferences in atmospheric conditions and retrieval methods. 
This bias can be reduced through relative calibration, such 
as using a linear regression or histogram matching method. 
Fortunately, some operational algorithms for consistently 
generating satellite-based LSTs have been presented, such 
as MODIS LST products. Collection 2 scene-based consis-
tent Landsat surface temperature data are currently offered 
by the U.S. Geological Survey free of charge.

Solar geometry, viewing angle, and observation time can 
play more important roles in generating the inconsistency. 
Usually, similar observation times and angles/geometry 
were selected for spatiotemporal fusion algorithms [17], 
[104], [105], [116]. Taking the MODIS LST as an example, 
however, the overpass time, which differs by as much as 
±1.5 h, and the viewing zenith angle, which varies greatly, 
i.e., −65° to +65°, force a spatiotemporal fusion between 
MODIS LST and other LST measures conducted over a 
small area with similar observation times or geometry [17], 
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[50], [105], [116]. However, correction of the inconsistency 
is essential when spatiotemporal LST fusion is conducted 
over a large area.

MODELING THE RELATIONSHIP BETWEEN  
OBSERVED COARSE–FINE IMAGE PAIRS
LSTs change rapidly in space as well as time owing to the 
heterogeneity of the land surface and changes in the surface 
type. Modeling the relationship between observed coarse–
fine LST image pairs for spatiotemporal fusion algorithms 
is very challenging. In some weighted function-based LST 
fusion [17], [100]–[103] and hybrid methods [50], [105], it 

is assumed that the output LST product can be expressed by 
a linear or simple nonlinear combination of inputs, which 
might not be appropriate if complex nonlinear temporal 
changes in LST are present. 

Although some mathematical or physical models (i.e., 
ATC) have been designed to address the effect of temporal 
variations of LST [104], [105], these theoretical approaches 
are not always suitable because LST can be a highly change-
able variable [116]. Moreover, the unmixing-based methods 
build a linear mixing equation system for linking the LST 
pixels in coarse and fine images even though LST is not 
linearly additive. Existing studies show that using a linear 

mixing model to link LST data at differ-
ent scales might not introduce significant 
errors; thus, some existing methods also 
use the linear mixing model for fusing 
LST products [111].

Given their powerful nonlinear repre-
sentation, learning-based methods, partic-
ularly those using DL, are advanced tech-
niques for modeling the relations between 
the input and output LSTs. For example, a 
nonlinear relation between input and out-
put LSTs was specified by STITN based on 
an integration of features extracted at dif-
ferent levels and fusion through a specially 
designed convolutional neural network 

FIGURE 10. Examples of the fusion results from different methods and the actual Landsat LSTs of the predictions on (a) 24 June 2011 for 
area 1 and (b) 26 February 2017 for area 2. 
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TABLE 5. A QUANTITATIVE EVALUATION FOR AREAS 1 AND 2 AND THE COMPU-
TATION EFFICIENCY COMPARISON FOR AREA 1. 

AREA

ESTARFM STITFM STTFN

RMSE (°C) SSIM RMSE (°C) SSIM RMSE (°C) SSIM

Area 1 2.59 0.955 2.75 0.872 1.55 0.967

Area 2 1.58 0.952 2.03 0.949 1.08 0.977 

Training time (s) — — 170

Predicting time (s) 718 155 8

Total time (s) 718 155 178

Values in bold represent the best qualitative scores.
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(CNN) [116]. However, the performance of the learning-
based methods relies greatly on training samples and sev-
eral customized model parameters. To make the relation-
ship modeling more reasonable, future trends should focus 
on modeling with small samples and adaptive parameters.

VALIDATION OF RECONSTRUCTED  
AND FUSED LST PRODUCTS
The validation of reconstructed and fused LST product accu-
racy relies mainly on simulated experimental results and cross 
validation with real experimental results [17]. When these find-
ings are more similar to actual LSTs, the reconstructed or fused 
LST products are preferred over the original degraded LST data. 
Cross validation is performed mainly against ground-, other 
satellite-, and data assimilation-based LST data.

It remains difficult to accurately simulate LSTs under 
cloudy-sky conditions. For reconstructed LSTs of missing 
pixels and fused LSTs, simulation and cross validation can 
be conducted in parallel. Based on the type of validation 
data, four different methods are distinguished as follows. 
To validate the reconstructed and fused results, the recom-
mended, feasible, and inapposite approaches are also listed 
in Table 6.

SIMULATED VALIDATION 
Simulated validation (SiV) is the most commonly adopted 
validation technique. LSTs from reconstruction or fusion 
processing are directly compared with actual LST data [13]. 
The closer the agreement between the generated and actual 
LSTs, the better the performance of the reconstruction or 
fusion method. In practice, SiV is performed by first de-
grading the original LST image, e.g., by masking out some 
pixels, and then using the original LST image as a reference 
for the reconstructed result.

GROUND-BASED VALIDATION
The ground-based validation (GrV) approach is practicable 
if in situ measurements within the reconstructed or fused 
LST image are available. Except for a few studies that used 
air temperature from stations, this method usually com-
pares the data with in situ LST observations, which have fre-
quently been adopted to validate LST products [6], such as 
MODIS, GOES, SEVIRI, and VIIRS LST [122]–[127]. Usually, 
ground-based LSTs observed from in situ measurements are 
adopted directly to validate and evaluate the predicted LSTs ob-
tained from spatiotemporal fusion or reconstruction meth-
ods [17], [81], [88], [102]. Notably, GrV can be used to vali-
date reconstructed LSTs of cloudy pixels.

The three main limitations of GrV are regional restriction, 
spatial representativeness of the ground observations, and 
thermal radiation directional effects [5]. Although exist-
ing in situ networks or stations for LST reference measure-
ments are commonly used to validate LST products—e.g., 
the Surface Radiation Network [123], [128] as well as vali-
dation stations of the Karlsruhe Institute of Technology 
[127], [129], [130] and Heihe Watershed Allied Telemetry 

Experimental Research [131]—in situ reference observa-
tions remain sparse. 

GrV can be performed only if in situ reference measure-
ments are located within the reconstructed and fused LST 
images. Furthermore, LST measured from a station does 
not necessarily represent a coarser satellite sensor footprint 
[5]. Finally, most field measurements record data near the 
nadir, whereas satellite-based sensors usually have a wide 
field of view that can observe from the nadir to a view an-
gle of about 60° (such as MODIS and VIIRS) [132]. There-
fore, two strict criteria are usually considered for selecting 
valid in situ reference data: 1) networks of advanced instru-
ments with good maintenance and upgrades and 2) strong 
spatial representativeness for the satellite-based remote 
sensing footprint [5].

OTHER SATELLITE-BASED VALIDATION
Other satellite-based validation (OsV) compares recon-
structed or fused LST products with heritage LST products. 
This method is particularly valuable when no in situ refer-
ence measurements within the reconstructed or fused LST 
image are available. Moreover, this approach can also be 
used to validate the reconstructed LST of cloudy pixels, e.g., 
when LSTs from a microwave sensor are available.

However, the technique obtains only relative validation 
results, and intercomparisons among different satellite-based 
LST products are insufficient for validating reconstructed or 
fused LST products alone [5]. That is, LSTs retrieved from dif-
ferent algorithms based on similar assumptions or formula-
tions could be in good agreement with each other but not 
consistent with the ground reference LST [126].

DATA ASSIMILATION-BASED VALIDATION
The data assimilation-based validation (DsV) approach com-
pares reconstructed or fused LST products with LSTs from 
land data assimilation models [133]. This method is similar 
to OsV and can be used to validate reconstructed or fused 
LST products. Studies show that data assimilation-based 
LST products have good consistency with actual observa-
tions [91]. However, those with very low spatial resolution 
can cause errors when validating. 

TABLE 6. THE VALIDATION METHODS AND QUANTITATIVE 
EVALUATION INDICATORS.

SiV GrV OsV DsV

QUANTITATIVE 
EVALUATION 
INDICATOR

Reconstruction of 
cloudy pixels

✕ ✓✓ ✓✓ ✓ RMSE, MS,  
MAE, AAD, ME,  
CC, CD, SSIM,  
and SDReconstruction of 

missing pixels
✓✓ ✓ ✓ ✓

Spatiotemporal 
fusion

✓✓ ✓ ✓ ✓

AAD: average absolute difference; ME: mean error; SD: standard deviation; ✓: feasible; 
✓✓: recommended; ✕: is inapposite.
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QUANTITATIVE EVALUATION INDICES 
It is significant to quantitatively evaluate the accuracy of 
the reconstruction and fusion results. Numerous quan-
titative indicators for evaluating reconstructed and fused 
results have been adopted [5], [17], [42], [78], [134]. The 
main evaluation indicators include the RMSE, MSE, MAE, 
average absolute difference, mean error, CC, CD, SSIM, and 
standard deviation.

It should be noted that, in this study, peer-reviewed re-
search papers are considered; it is beyond the scope of this 
article to validate all of the findings of other researchers. 
However, experimental results from significant algorithms 
and their quantitative evaluation are provided here. Based 
on our evaluation results and the published literature, we 
conclude that, in addition to the reconstruction and fusion 
methods themselves, the validation results depend signifi-
cantly on LST data as well as the distribution characteristics 
and number of missing LST pixels, degree of heterogene-
ity over the study area, and observation time [8], [78]. It is 
not unreasonable to assess the quality of various methods 
based on their individual validation results.

FUTURE PROSPECTS
Despite the achievements described, methods for obtaining 
SCHR-LST are currently hot research topics. However, LST re-
construction and spatiotemporal fusion are complicated and 
inherently ill-posed inverse problems; thus, research is still 
needed and provides the potential for further development. 
In this section, we list and discuss several topics that appear 
promising for improving SCHR-LST retrieval from space-
based measurements. 

EXPLOITATION OF GEOGRAPHICAL LAWS AND 
SIGNAL PROCESSING TECHNIQUES
Geographic surface parameters (e.g., LST) occur in the realm 
of space and time and, thus, follow geographical laws describ-
ing the behavior of their spatiotemporal autocorrelation, het-
erogeneity, and spatial similarity. The first two geographical 
laws state that geographic environmental variables 1) are 
spatiotemporally correlated with themselves and 2) vary in 
space and time. The recently proposed third law of geogra-
phy concentrates more on the similarity of the geographic 
configuration (SGC) of locations [135]. Spatial prediction of 
the geographic environmental variables can be conducted 
on the basis of SGCs between a sample and its prediction 
point. However, signal processing techniques are usually 
employed for establishing the global numeric relationships 
among variables with or without insufficient consideration 
of geographical laws.

Nearly all current reconstruction and spatiotemporal 
fusion methods originate from signal processing. These 
approaches perform well over small and homogeneous 
geographic areas without significant land use or land cover 
changes. However, when facing large and complex geo-
graphic areas, auxiliary geographical information should 
be utilized. LST is a typical geographical parameter; thus, 

the integration of geographical laws and signal processing 
techniques into SCHR-LST algorithms appears promising.

INTEGRATION OF PHYSICAL PROPERTIES  
AND SIGNAL PROCESSING TECHNIQUES
Although input multitemporal and multisensor LST products 
are retrieved with physical models, obtaining reconstructed 
and fused LSTs often involves filtering, interpolation, re-
gression, variational processing, and sparse representation 
methods. Previous studies have shown that the accuracy of 
LST reconstruction differs significantly between nighttime 
and daytime and varies with seasons [78]. Physical prop-
erties, such as high-dynamic-change characteristics, DTC, 
and ATC, might explain these results better than individual 
LST values.

Furthermore, almost all reconstruction and spatiotem-
poral fusion methods are implemented on LST images 
from multitemporal or multisensor products. However, as 
reviewed by Li et al., LSTs can vary between the viewing 
zenith angle and acquisition time (local solar time) [6]. The 
differences in LST measured at the nadir and off-nadir can 
be up to 5–10 K for different land cover types [6]. Because 
many polar-orbiting satellite sensors scan Earth’s surface 
in the cross-track direction, their viewing zenith angle var-
ies significantly (i.e., −65° to +65°); therefore, LST values 
of different pixels in the same orbit cannot be compared 
[136]. This effect must also be considered for multisource or 
multitemporal LST products. 

In addition, LST data retrieved from the same sensors 
could be incomparable if their variation in observation 
time is significant [137], [138]. This effect is even more ob-
vious in LST data from different satellites acquired at vary-
ing times. Inevitably, angular and temporal dissimilarities 
pose great challenges to reconstruction and spatiotemporal 
fusion. Therefore, it is necessary to integrate physical prop-
erties (i.e., DTC and ATC modeling as well as angular and 
temporal normalization) into reconstruction and spatio-
temporal fusion methods.

NEW PROCESSING FRAMEWORK FOR 
RECONSTRUCTION AND SPATIOTEMPORAL FUSION
It is well known that satellite-based LSTs change rapidly 
in space and time [21]. The traditional signal processing 
framework (e.g., filtering, interpolation, regression, vari-
ational processing, and sparse representation) assumes 
that the input data and output results are linear or simple 
nonlinear transformations. It is difficult to conduct com-
prehensive feature mining for a complex nonlinear trans-
formation process, nonstationary characteristics (such 
as high-dynamic-change characteristics), and large-scale 
differences between high- and low-resolution LST images. 

In recent years, DL has gained the attention of the remote 
sensing community and been used for various image analy-
sis and classification problems. In particular, overviews of 
DL for data fusion [140], [141] and reviews on DL in envi-
ronmental remote sensing [142] have been published. It is 
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possible to simulate complex relationships among different 
LST images so that a trained model can be used to generate 
SCHR-LST [142]. Among the recently developed methods, 
reconstruction and spatiotemporal fusion based on the DL 
framework have already been reported.

For example, Zhang et al. [143] and Malek et al. [144] 
proposed effective CNN models to recover missing data in 
remote sensing images. Song et al., Tan et al., and Liu et al. 
proposed novel spatiotemporal fusion models using deep 
convolutional neural network [145], deep convolutional 
spatiotemporal fusion network [146] and StfNet [147] to 
fuse Landsat and MODIS ref lectance data from differ-
ent perspectives. 

Despite its proven efficiency for reflectance images, DL 
has rarely been used for LST retrieval. As pioneering works, 
a multiscale feature connection reconstruction CNN for 
geostationary satellite LST images with large missing re-
gions [148] and STTFN [116] have been proposed. These 
methods provide a new framework and advanced capabili-
ties for obtaining spatially continuous and high-resolution 
LSTs or other remotely sensed data products. In the future, 
we will apply more DL studies to LST research owing to the 
availability of sample data of high quality.

However, imperfect knowledge of remotely sensed 
LSTs and low computing efficiency are key factors lim-
iting the wide application of DL to reconstruction and 

spatiotemporal fusion. However, the available LST data 
will continue to grow and improve with the development of 
large data methods and further advances in remote sensing. 
In addition, more advanced processing strategies (i.e., par-
allel computing and graphics processing unit acceleration) 
and advanced cloud-based geospatial processing plat-
forms (e.g., Google Earth Engine) have been put forward 
[149], [150], thereby addressing problems with comput-
ing efficiency. All of these developments will significantly 
improve the application potential of remotely sensed LST 
products, which is the ultimate goal of LST reconstruction 
and spatiotemporal fusion.

COMBINING DATA ASSIMILATION WITH 
RECONSTRUCTION AND SPATIOTEMPORAL FUSION
Data assimilation provides continuous information on 
variables and locations without direct observation by using 
proxy data, thereby filling gaps between sparsely distrib-
uted observations [151]. However, input uncertainty easily 
leads to the accumulation of errors by the model perform-
ing the assimilation, and substantial surface heterogeneity 
limits its application, e.g., over urban areas. 

Remote sensing data can provide accurate spatial in-
formation and do not accumulate errors over time. Using 
data assimilation, LSTs can be combined organically with 
land surface process models to optimize the simulated 

TABLE 7. A SUMMARY OF APPLICATION CONDITIONS, FEATURES, AND DATA SOURCES OF RECONSTRUCTION  
AND SPATIOTEMPORAL FUSION METHODS.

METHOD APPLICABLE CONDITIONS AND FEATURES APPLICABLE LST DATA SOURCES

Spatial reconstruction Homogeneous landscapes with a small number of missing pixels
High efficiency
Hypothetical LST values provided under cloudless conditions

LST TIR-based from polar-orbiting sensors, 
such as MODIS and Landsat [60]

Temporal  
reconstruction

Regular temporal variation with larger missing regions
Requires multitemporal data
Provides hypothetical LST values under cloudless conditions

Polar-orbiting and geostationary satellites, 
such as GOES, SEVIRI, FY-2F, and others  
[62], [72]

Spatiotemporal  
reconstruction

Applicable to most cases of missing LST data
High accuracy
Provides hypothetical LST values under cloudless conditions

Both polar-orbiting and geostationary  
satellites [74], [75]

PWM-based  
reconstruction

Requires corresponding microwave data
Estimates the LST values under actual cloudy conditions
Requires consideration of differences in resolution, subsurface temperature,  
and LST

AMSR-E/2 data used to reconstruct MODIS 
LST [24], [79], [85]
PWM data also have the potential to  
reconstruct geostationary satellite LST

SEB-based  
reconstruction

Makes some assumptions on environmental variables and requires specific 
meteorological observations
Estimates the LST values under actual cloudy conditions

MODIS LST is popular [81], [88], [90]
Applicable to almost all LSTs from TIR  
sensors

Weighted function-
based fusion

Has gained considerable popularity and applications
Requires cotemporal (reference time) pairs of fine- and coarse-spatial- 
resolution LST data in addition to coarse-spatial-resolution LST data  
at the prediction time

Fusion of MODIS and Landsat is popular 
[100], [103], [104]
SEVIRI or GOES LST also used as  
coarse-spatial-resolution data [17]

Unmixing-based  
fusion

Requires coarse-spatial-resolution LST data at the prediction and reference 
times as well as high-spatial-resolution images near the predicted date

Fusion of MODIS and ASTER was  
tested [111]

Hybrid methods  
fusion

Integrates two or more techniques and contains weighted function- and 
unmixing-based methods
High accuracy

Fusion of MODIS and Landsat was tested [50]
FY-2F LST also used as coarse-spatial-resolu-
tion data [105]

Learning-based  
fusion 

A promising approach with powerful nonlinear representation ability  
between input and output images
Relies heavily on training samples and several customized model parameters

Fusion of MODIS and Landsat attempted 
[115], [116]
Fusion data from satellite and ground  
sensors show potential
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LSTs in time and space, which provides a new approach 
for obtaining continuous LST data. With this technique, a 
series of LST data can be simulated, and likely trends can 
be identified. 

Such trend information provides a physical constraint 
on LST and can enhance the accuracy of LST reconstruc-
tion and spatiotemporal fusion methods. This point has 
recently attracted the attention of scholars. Based on the 
spatiotemporal fusion method and CLDAS LST data, Long 
et al. generated MODIS-like LSTs suitable for all-weather 
conditions [91]. It can be predicted that the generation of 
SCHR-LST using LST from data assimilation will become 
more common.

SYNERGIES BETWEEN RECONSTRUCTION  
AND SPATIOTEMPORAL FUSION
All of the reviewed LST reconstruction and spatiotemporal 
fusion methods have been implemented as separate, inde-
pendent processes. In general, input data for spatiotempo-
ral fusion should be spatially continuous or filtered with a 
common cloud mask [17], [43], [104], [105]. Unfortunately, 
cloud contamination, defective sensors, and scanning gaps 
between orbits cause numerous abnormal or missing val-
ues, which hinders LST spatiotemporal fusion [13]. Several 
applied studies on spatiotemporal fusion simply ignore spa-
tially discontinuous images or use synthetic products (e.g., 
eight-day LST composite products and MOD11A2) [100], 
[139], [152], [153].

Although synthetic products are helpful for analyzing dy-
namic changes in a long time series, they increase the un-
certainty in location- and time-specific quantitative studies. 
LST fusion results can be used as input data for reconstruc-
tion [91]. Therefore, from an application perspective, it is 
highly desirable to synergistically combine LST reconstruc-
tion and spatiotemporal fusion.

CONCLUSIONS
Missing information and data gaps are prevalent occurrenc-
es in satellite-retrieved LST values, and a tradeoff always ex-
ists between temporal and spatial resolutions. Obtaining 
SCHR-LST production is crucial to many fields of research 
and applications [18], e.g., Earth’s energy balance, material 
and energy exchange on a global scale, subpixel wildfire 
temperature detection, drought assessment, and urban heat 
island monitoring on a local or fine scale.

The reconstruction and spatiotemporal fusion of LST 
products have become areas of abundant research that aims 
to address the limitations. Although reconstruction meth-
ods attempt to obtain spatially continuous LST fields, i.e., 
by filling existing data gaps, spatiotemporal fusion meth-
ods generate gap-free LST images at high spatial and tem-
poral resolution simultaneously. 

This study reviews the recent advances made in the re-
construction and spatiotemporal fusion of LST products and 
puts forward prospective research. The main contributions 
of this work are summarized in the following three aspects: 

◗◗ Brief theoretical concepts of LST retrieval and process-
ing are presented. Currently used standard LST satellite 
products along with their specifications and the limita-
tions of satellite-derived LST products are summarized. 
The problems of reconstruction and spatiotemporal fu-
sion are described, and the connections between them 
are discussed in the “Background” section.

◗◗ A thorough overview of the current advancements made 
in reconstruction and spatiotemporal fusion is provid-
ed in the “Reconstruction for Spatial Continuity” and 
“Spatiotemporal Fusion for High Resolution” sections. 
The survey covers the classifications of existing meth-
ods, provides detailed comparisons of significant algo-
rithms from experimental and theoretical perspectives, 
presents limitations related to SCHR-LST, and introduces 
prevalent validation strategies. We present three types of 
reconstruction methods for missing pixels (the spatial, 
temporal, and spatiotemporal approaches), two groups of 
reconstruction methods for cloudy pixels (the PMW- and 
SEB-based techniques), three types of spatiotemporal fu-
sion methods (weighted function-, unmixing-, hybrid, 
and learning-based approaches), and four validation 
methods (SiV, GrV, OsV, and DsV) for the reconstructed 
and fused LST products. In addition, we summarize the 
main evaluation indicators in the “Validation of Recon-
structed and Fused LST Products” section.

◗◗ Several future prospects of reconstruction and spatio-
temporal fusion are put forward in the “Future Pros-
pects” section. The exploitation of geographical laws, 
integration of physical properties, application of DL-
based frameworks, combination of assimilated data, 
and creation of synergies between reconstruction and 
spatiotemporal fusion are discussed. The application 
conditions and features as well as the data sources of 
these approaches are summarized in Table 7. This review 
is designed to provide researchers with guidelines on se-
lecting the proper reconstruction or fusion method.
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