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Abstract—Local climate zone (LCZ) has become a new standard
classification scheme in urban landscapes and showed great poten-
tial in urban climate research. Traditional classifiers and ordinary
neural networks only consider the spectral or local spatial features
of the pixel, ignoring the effect of nonlocal information on the
LCZ classification. The graph convolutional network (GCN) has
been used to exploit the relationship between adjacent and global
land covers owing to the ability to conduct flexible convolution
over graphs. In this work, we integrated a convolutional neural
network and two GCNs into an end-to-end hybrid framework
and generated LCZs directly from the original images. Local-,
regional-, and global-level features were extracted and grouped
complementarily to foster better performance. Experiments were
conducted in six cities around the world to verify the effectiveness of
our method. Results showed that the average classification accuracy
of the six cities reached 0.956 and performed better than any
other comparable model. Ablation experiments also demonstrated
the mutual promotion of the different modules. Finally, the small
sample experiment provided a practical reference for the LCZ
classification in the absence of samples in future.

Index Terms—Graph neural network, local climate zone (LCZ),
urban climate.

I. INTRODUCTION

C ITIES are currently home to half of the world’s popula-
tion, and all of the projected 1.1 billion global population

growth will be virtually in urban areas over the next 15 years [1].
More severe challenges are expected to occur in urban ecological
areas, but progress in urban climate science is severely restricted
by the lack of useful information on the form and function of
cities at a high spatial resolution [2]. A climate-related global
urban classification scheme is essential. Many classification
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models are available, such as the national land cover dataset
product of the United States, which has 20 land cover types with
only four urban classes based on urban building density [3];
the European CORINE (i.e., Co-ORdinated INformation on the
Environment) land cover database, which contains 44 land cover
categories with only three urban areas [4]; and the Global Land
Cover product (GLC30) [5] with 10 classes and only “artificial
surface” referring to all artificial impervious surfaces. These
classification schemes only have rough city types and do not
provide the necessary detail. Moreover, some are designed for
specific cities and cannot be generalized to global classifications.
In addition, these models do not take into account climate-related
attributes. For this reason, the local climate zone scheme was
proposed to fulfill all the requirements [6].

The LCZ is a universal, culturally neutral, climate-based
classification scheme. It is defined as regions of uniform surface
cover, structure, material, and human activity that span hundreds
of meters to several kilometers horizontally. As shown in Fig. 1,
there are 17 standard types in the LCZ scheme, including “built
types” LCZ 1–10 on the left and “land cover types” LCZ A–G
on the right. Each climate zone has a unique set of physi-
cal attributes, including sky view factor, aspect ratio, building
surface fraction, etc. These attributes are climate-related and
influence the overlying near-surface atmosphere. Each property
is measurable and nonspecific as to place or time, making the
LCZ scheme globally transferable and comparable. Last, LCZ
classifies cities in a more detailed way compared with other
classification systems. Therefore, LCZ maps can be useful in
studies about the configuration of cities and their impact on
human and environmental applications, such as the heat island
effect [7] and the effects of respiratory particulate matter [8].

To obtain satisfactory classification performance, many meth-
ods have been proposed. The LCZ classification using remote
sensing images has become one of the mainstream methods.
With freely available satellite imagery, an automated LCZ map-
ping procedure was developed [2]. After that, traditional clas-
sifier and convolutional neural network (CNN) were adopted
widely in this field. However, all of these methods focus on
local information. The role of regional and global features in
LCZ has not been explored. Due to the strong scale dependence
on the LCZ classification, the same scene may be classified into
different types at diverse scales. For example, Phoenix Park was
classified as LCZ B in 1000-m resolution, but it was classified as
LCZ5, A, B, C, D, and F in 200-m resolution [2]. A larger scale
can help in maintaining the consistency of the classification and
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Fig. 1. LCZ scheme and the characteristics of 17 types. The subfigures were modified from [6]. B: Buildings; C: Cover; M: Materials; F: Function.

avoid a fragmented classification map. Hence, a region-based
graph convolutional network is proposed in this work. It helps
to obtain a larger receptive field and consider neighborhood
textures comprehensively by connecting adjacent superpixels.
Furthermore, a global GCN is designed to connect the same LCZ
type over a long distance in the global scope. There are edges
between one node and any other nodes and the weight of these
edges update based on the similarity of nodes. So each node can
be updated with global information. Therefore, a three-branch
network is constructed in consort with the local information
generated by CNN. The main contributions of this article are as
follows.

1) A novel hybrid framework is designed by integrating
a CNN with two GCNs. To our knowledge, this study
is the first to introduce GCN to classify LCZ maps. In
contrast with traditional LCZ classification methods, the
entire original image can be classified by combining local-,
regional-, and global-level features from three branches
without additional cutting and feature extraction.

2) A dual GCN structure is proposed to break through the
limits of local information. The regional GCN (RGCN)
branch can deeply excavate correlations between larger-
scale land covers and generate a region-consistent clas-
sification map without many fragments. Meanwhile, the
global GCN (GGCN) links units over the global area to
capture the intra- and interclass relationship between LCZ
types.

3) The proposed network demonstrates its validity and supe-
riority in the experiments by incorporating the advantages
of CNN and GCN. Furthermore, when the sample size of
a city is insufficient, the proposed method may achieve
satisfying results by using a small sample classification

strategy rather than employing the unstable sample trans-
fer strategy.

The rest of this article is organized as follows: The related
work is introduced in Section II. The study area and data are
described in Section III. The proposed method and GCN-related
knowledge are introduced in Section IV. The qualitative and
quantitative results of the experiments are illustrated in Section
V. The discussions are exhibited in Section VI. Finally, the work
is summarized and concluded in Section VII.

II. RELATED WORK

A. Traditional Classifier

The World Urban Database Access Portal Tools (WUDAPT)
project [2] has adopted the LCZ scheme as a basic description
of urban land-cover. It has proposed a universal LCZ mapping
process for automatically classifying urban areas into LCZ types.
Landsat-8 and software (SAGA and Google Earth) were applied
to establish a simple manufacturing workflow that someone
without specialist knowledge can participate in. This approach
greatly expanded the influence and application of LCZ. How-
ever, the average overall accuracy (OA) of the 90 LCZs uploaded
on the WUDAPT portal was 74.5%, leaving much room for
improvement [9].

A variety of data was added to this framework. Synthetic
aperture radar (SAR) data and gray-level co-occurrence textures
were included in WUDAPT for better performance [10]. Open
Street Map (OSM) was also used to enhance the development
of LCZ maps, and improvements can be achieved for certain
classes [11].

In the WUDAPT operation process, it is the random for-
est classifier embedded in SAGA software that works for
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classification. Using these classifiers alone can get the same
effect, and the operation is more flexible and convenient, which
is conducive to the free combination of features. Thus, four
classifiers [Naïve Bayes, multilayer perceptron, support vec-
tor machine, and random forest (RF)] were adopted to test
nine different combinations of features of Landsat or SAR or
both datasets. The result showed that the combination of these
datasets provides some improvement [10]. In the 2017 IEEE
Geoscience and Remote Sensing Society Data Fusion Contest,
the algorithm based on decision tree ensemble classifiers won
first place [12]. Many features were derived from Landsat 8 and
OSM data, including spectral reflectance, spectral indices, OSM
features, and spatial features. It reached the highest accuracy of
74.94%. However, these features and indices from the original
image and auxiliary data needed tedious feature extraction pre-
processing.

B. Convolutional Neural Network

With the advances of deep learning models especially CNNs,
powerful feature representations can be extracted automatically
[13]. CNN has shown exemplary performance in various com-
puter vision tasks [14]–[18]. In remote-sensing image scene
classification, CNNs learn discriminative features with small
within-class scatter but significant between-class separation,
which significantly improved the classification performance
[19]. Thus, many research works have developed CNN-based
methods for the LCZ classification. Rosentreter et al. [20]
derived high-resolution LCZs using multitemporal Sentinel-2
composites and a six-layer CNN and found that OAs increased
an average of 16.5 and 4.8 percentage points compared with
pixel-based and texture-based RF, respectively. A residual CNN
(ResNet) and a recurrent neural network (RNN) were com-
bined into an end-to-end architecture. It learned joint spectral–
spatial–temporal feature representations based on multiseasonal
Sentinel-2 imagery [21]. Results revealed the effectiveness of
using temporal information for urban land cover classification.
A deep CNN composed of residual learning and the Squeeze-
and-Excitation block was introduced to classify LCZ as remote-
sensing scene classification in a case study of metropolitan China
[22]. However, these methods all used the image patches as
inputs for classification. Although the local information within a
patch is well mined, the global nonlocal information distributed
in the whole image is not considered.

C. Graph Convolutional Network

GCN [23] has been a trending topic in recent years for its pow-
erful learning ability on non-Euclidean data. It extracts features
and transmits information between graph nodes to connect a re-
gional and even global feature, which is not considered in CNN.
Liu et al. and Wan et al. [24]–[26] adopted a superpixel-based
approach to encoding an image to a graph. Pixels with similar
texture features were first clustered into irregular pixel blocks,
and graph nodes were extracted based on these superpixels.
Each superpixel was connected to neighboring nodes that had
a common edge. This method can not only describe texture
features well but also reduce computational pressure. At the

Fig. 2. Study areas with images from Google Earth.

same time, a graph node can not only connect with other nodes
in the surrounding range. Hong et al. [27] proposed a method to
establish global nodes relations, in which each pixel first found
several pixels with the most similar spectral signature globally
and then built connections. The article also discussed several
fusion strategies of GCN and CNN and found that concatenation
fusion can achieve better results.

These methods have shown their superiority in encoding non-
local information to facilitate classification in the hyperspectral
images. According to the characteristics of LCZ mapping, LCZ
classification can also be analyzed and processed using these
novel concepts and technologies.

III. STUDY AREA

A. Study Area

The research areas are six cities worldwide, namely, Rome,
Hong Kong, Paris, Berlin, Sao Paulo, and Wuhan, as depicted
in Fig. 2.

These six cities are spread over three continents. Geographical
conditions in six cities vary considerably. Berlin is the capital
and largest city of Germany. The city lies at the heart of the North
German Plain, and the Spree River runs through the city center.
Rome, the capital of Italy, is located in the central portion of the
Italian peninsula. The city is monocentric. Thus, building density
increases toward the center. Two great lakes, Lake Bracciano
and Lake Albano are located in the northwest and southeast of
the city. Wuhan is the capital city of Hubei Province in China.
The city lies in the middle reaches of the Yangtze River, which
flows through the center of the entire city, splitting the area in
two. Thus, Wuhan has a highly developed water system and dots
with thousands of lakes. Hong Kong is located in the south of
China, east of the Pearl River estuary. The city is composed
of three regions: 1) Hong Kong Island, 2) Kowloon Peninsula,
and 3) New Territories. It has a high population density and
land use density in the world. Sao Paulo is the largest and most
prosperous city in Brazil. The city sits in a shallow basin with
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TABLE I
DESCRIPTION OF CLIMATE IN SIX CITIES

TABLE II
IMAGE ACQUISITION DATE FOR EACH CITY

low mountains to the west. Paris, the capital and largest city of
the French Republic, is located in the middle of the Paris Basin,
straddling the Seine River.

The Description of the climate of six cities is listed in Table I.
Although Hong Kong, Wuhan, and Sao Paulo have subtropical
monsoon climates, their geographical environments are quite
different. In addition, the urban structures in the six cities
vary, allowing us to demonstrate the robustness of the proposed
approach.

B. Satellite Input and Reference Data

The Landsat-8 scene and reference data of five cities, namely,
Berlin, Rome, Sao Paulo, Hong Kong, and, Paris were down-
loaded from the 2017 IEEE GRSS data fusion contest. It
was hosted by the Image Analysis and Data Fusion Technical
Committee in partnership with WUDAPT and Geo-Wiki. The
acquisition date of the Landsat-8 scene is shown in Table II.
We selected nine of the 11 bands in Landsat-8 as input data,
namely, bands 1–7, 10, and 11, with a 100-m spatial resolution.
Panchromatic and cirrus bands were removed from the feature.
Because spectral information obtained by the panchromatic
band overlaps greatly with other bands. Also, the cirrus band
was mainly used for cirrus cloud detection instead of urban
mapping. No additional extracted metrics or external datasets
were utilized.

The Sentinel-2 scene of Wuhan was downloaded from the
US Geological Survey Earth Explorer site,1 then atmospheric-
corrected, and clipped to cover the whole city. Raw reference
data were downloaded from WUDAPT datasets. It was created
by an urban expert as a Google Earth Keyhole Markup Language
file [28]. Then, we visually checked and adjusted it using the

1[Online]. Available: https://earthexplorer.usgs.gov

TABLE III
NUMBER OF SAMPLES IN SIX CITIES

Google Earth desktop environment. After that, the adjusted
reference data were projected and rasterized to align with the
image.

The number of LCZ classes varied from city to city because
of the different structural and architectural characteristics. There
were 10 LCZ classes (6 built types and 4 land cover types) in
Rome; 13 LCZ classes (8 built types and 5 land cover types)
in Hong Kong; 12 LCZ classes (6 built types and 6 land cover
types) in Berlin; 11 LCZ classes (6 built types and 5 land cover
types) in Paris; and 16 LCZ classes (9 built types and 6 land
cover types) in Sao Paulo; 17 LCZ classes (10 built types and 7
land cover types) in Wuhan. The sample size varied by category
and by city as shown in Table III.

In Rome, Hong Kong, and Paris, 10%, 1%, and 89% of the
samples per class were randomly selected for training, valida-
tion, and testing, respectively. Each sample represented a pixel.
As for Wuhan, the ratio was 30%, 1%, and 69% because of
its highly uneven sample distribution, especially for LCZ-G,
accounting for nearly half of the total sample. The rates in Berlin
and Sao Paulo were 5%, 1%, and 94% because they had a larger
sample size. We adopted three commonly used indexes for ac-
curacy assessment: 1) OA, 2) Kappa coefficient, and 3) average
accuracy (AA). OA represents the ratio of the number of pixels
correctly classified to the total number of pixels, representing
the classification accuracy. The Kappa coefficient is a ratio. It
represents the reduction in classification errors with the proposed
network compared with the utterly random classification. The
recall rate represents the ratio of the correctly classified samples
to the actual samples in each category, and AA is the average of
all the recall rates.

IV. PROPOSED METHODS

In this section, we first review the basic definition and
notation of GCNs to provide some preliminary knowledge.

https://earthexplorer.usgs.gov
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Then, we introduce the method we proposed, including the
overall framework and three specific modules.

A. Review of GCN

Inspired by the remarkable job of convolution operation in
Euclidean space, GCN was proposed to extract the features
of non-Euclidean graph data. It continuously aggregates fea-
tures from adjacent nodes. In our case, an undirected graph
is employed, defined as G = (V, E), where V is the set of
vertexes, and E is the set of edges. The adjacency matrix A
indicates whether an edge exists between two nodes. The edge
describes the weights of nodes. The elements ofA are computed
as follows:

Ai,j =

{
1, if xi ∈ Nei (xj)
0, otherwise

(1)

where vectors xi and xj are the spectral features of the nodes vi
and vj , respectively, andNei(xj) represents the set of neighbor
nodes of xj . In addition to dichotomy,A can be calculated using
a dot-product similarity function [29]

Ai,j = ψ (xi) · φ(xj)T (2)

whereψ (xi) =Wψ xi andφ (xj) =Wφ xj are two embeddings
to embed the input into a linear vector space and calculate the
similarity in the embedded space. GivenA, the Laplacian matrix
(L), and degree matric (D) are calculated as follows:

L = D −A and Di,i =
∑
j

Ai,j (3)

where D is a diagonal matrix that denotes the degree of A.
And L is often symmetrically normalized as follows: Lsym =

I −D
1
2AD− 1

2 , where I is the identity matrix.
Because the number of neighbors of each vertex is different,

graph convolution in the spatial domain has become a tough
task. Hence, the graph convolution is defined in the frequency
domain by the convolution theorem via the graph Fourier (GF)
transform. By spectral decomposition on L, L = UΛUT , we
take U as the basis functions of GF , and the convolution on a
graph is formulated as follows:

G [g∗x] = U
{[
UTx ]·[UT g]} . (4)

Take UT g as gθ, gθ = diag(θ) is a function of eigenvalues
of L (i.e., gθ(Λ)). gθ(Λ) is approximated by the K-order trun-
cation of Chebyshev polynomials to reduce the computational
complexity of eigendecomposition [30], and nodes are only
influenced within their K-order neighbors. Finally, the graph
convolution operation is simplified as (5). Only the first-order
neighbors of nodes are considered, and some normalization
technique is adopted [21]

X l+1 = σ
(
D̃− 1

2 ÃD̃− 1
2X lW l

)
(5)

where X l+1 and X l are the output and input, respectively;
σ(·) denotes the activation function, and W l is the trainable
parameter in the lth layer.

B. Proposed Network

The proposed method integrates residual network (ResNet),
regional graph convolutional network (RGCN), and global graph
convolutional network (GGCN) to form an end-to-end classifi-
cation framework. The classification results are derived directly
from the original images without additional cutting and feature
extraction, as shown in Fig. 3.

First, we introduce 1×1 convolution as a pretreatment before
graph convolution and ResNet to generate a robust and represen-
tative deep feature from original scenes. In Fig. 3, this module
consists of two stacked layers. There is a batch normalization, a
convolution layer, and an activation function in each layer. The
convolution is formulated as follows:

Xpre = σ (W · BN(X) + b) (6)

where X ∈ RH∗W ∗D denotes the original image; H , W , and
D denote the height, width, and band dimensions, respectively;
Xpre ∈ RH∗W ∗B is the output of preprocessing;σ(·) denotes the
activation function; BN(X) is the batch-normalized X; W and
b represent the weight with 1×1 kernel and bias, respectively.
The operational symbol (·) indicates the inner product. This
module broadens the channels of the network and integrates
the distinction of all bands. After that, more stable features are
generated for the following process.

Next, three components are seamlessly integrated into an end-
to-end trainable architecture to enable the discriminative local,
regional, and global information to be combined for urban land
cover classification. After that, the feature maps generated by
three modules are stacked and fed into a Softmax classifier to
calculate the probability of each category at each pixel. Finally,
the cross-entropy loss function is utilized for training the whole
network.

The whole network adopts the form of full convolution instead
of the full connection layer to avoid an excessive number of
parameters. We will explain the structure of the three modules
in the following sections.

1) ResNet for Local Features: The ResNet module exploits
the environmental context in the local area. Local building struc-
ture, surface materials, and vegetation interact to form a local
microclimate, so the local feature is crucial for the LCZ classi-
fication. CNNs and their variants have achieved state-of-the-art
performance in local feature extraction. In addition, ResNet [31]
has been proven to outperform other methods in multiple data
sets for its short-cut connection. It is more conducive to network
convergence and easy to optimize.

The structure adopted in our work is shown in Fig. 3. This
module consists of two residual blocks, each composed of a
skip-connection and two convolution layers. The convolution
operation multiplies the 3×3 pixels around the central pixel
by the convolution kernel and adds up to obtain the feature
point in the next layer. The receptive field will expand with the
convolution. However, it is still limited to a small local range.
This module can be written as follows:

XRes = Xpre + σ (BN (W ·Xpre + b)) (7)

where XRes presents the output of the ResNet module.
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Fig. 3. Overall flowchart of the network architecture. (a) Visualization of features of three modules; the connections between nodes are also represented.

Fig. 4. Graph encoder/decoder in the RGCN module.

2) Regional Graph Convolutional Network: In the LCZ clas-
sification, a large patch size helps to capture urban environmental
features, and large surrounding information leads to a good
performance [22]. However, in a fully convolutional network,
each pixel can only obtain local information within a small
range via ResNet, as in Fig. 3(a). Therefore, the RGCN network
expands the receptive field to a larger range. The patch-based
method [22] adjusts the size of the input patch to obtain a
wide range of surroundings, but this information is aggregated
indiscriminately. While in this article, we first cluster pixels
based on their similarity and proximity to generate blocks and
then aggregate the different blocks by weights to achieve a better
regional interpretation.

First, the Simple Linear Iterative Clustering (SLIC) algorithm
[32] is employed in our work to generate image segmentation
(see Fig. 4). SLIC algorithm can generate compact and internally
uniform superpixels, which is consistent with the definition of
LCZ.Z = � (H× W )

δ � is the number of superpixels. δ is the pa-
rameter controlling segmentation scale.S = {S1, S2, . . . , SZ}
indicates the superpixel set. Each superpixel is denoted as
Si = {xj}Nij=1 , where xi and Ni denote the pixels and number
of pixels in the ith superpixel, respectively.

Second, an image-graph converter is utilized to create a
regional-level graph. An index between regions and pixels is
built as the converter. The index matrix Q ∈ RHW×Z is the
one-hot encoding and can be presented as follows:

Qi,j =

{
1, if X̂i ∈ Sj
0, otherwise

(8)

where X̂ is the flattened X, and X̂i denotes the ith pixel in
X̂ . Each row is a one-hot vector indicating which region the
pixel belongs to, and the corresponding position is marked as
one. Next, the features of each superpixel are extracted into
a graph node. The encoder operation is computed by matrix
multiplication

V = Q̂T X̂ (9)

where Q̂ denotes the normalized Q by column to eliminate
the negative impact of extreme values; the graph nodes V =
{V1, V2, . . . , VZ} ∈ RZ×D can also be computed in elements
form

Vi =
1

Ni

Ni∑
j = 1

xj . (10)
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That is, the feature of a superpixel is calculated from the mean
of pixels within this segmentation. Hereto, an image has been
encoded into a graph node. Thus, the adjacent matrix can be
calculated, as in (1)

A0
i,j =

{
1, if Vi ∈ Nei (Vj)
0, otherwise

(11)

The initial A0 ∈ RZ×Z has only zero and one, where one
exists only if two superpixels have a boundary, and the sim-
ilarity between adjacent areas is difficult to reflect. Thus, we
synchronously updateA0 to the range [0, 1] to better describe the
relation among nodes. We renew the adjacent matrix as follows:

Al+1 = f
(
H̃ l, A0

)
= σ

(
θ
(
H̃ l

)
· θ
(
H̃ l

)T)
�A0 + I

(12)
where H l is the output of the graph convolutional in the l th
layer, H̃ l = BN(H l); θ(·) is a linear transformation to project
features to the embedded space and calculates their similarity ac-
cording to (2), and σ(·) denotes sigmoid activation, and operator
� indicates Hadamard product. With this update rule, the two
layers of dynamic graph convolution are carried out according
to (5).

Firstly, the region-level graph feature is reprojected to a
pixelwise image by a graph decoder. As a reverse process to
(9), the decoder is computed as follows:

XR = reshape (QV ∗) (13)

where V ∗ denotes graph nodes of the output, and reshape(·)
converts the feature to the same length and width as the original
image.

In summary, the RGCN module first converts the image into
a graph by an encoder. Next, the dynamic GCN is utilized to
aggregate regional information. Finally, the graph is reprojected
to the 3-D shape to concatenate with the CNN-processed feature.

3) Global Graph Convolutional Network: The same LCZ
type may be located at a larger distance in the city. For example,
Wuhan is a typical multicentric city with three city centers far
away from each other. Compact low-rise class is distributed in
different parts of Sao Paulo. RGCN cannot link these regions
spaced far apart from each other. Hence, GGCN is proposed
to build a global relationship between LCZs of the same type.
It creates links for every two nodes and adjusts the weights of
these links by calculating intraclass similarity. Thus, LCZs of
the same type have larger weights to aggregate and extract more
presentative features.

First, a downsampling operation is adopted to reduce the
number of nodes and build a lightweight fully-connected graph

Xpre ∈ RH∗W ∗B ⇒ Xk ∈ R
H∗W
k2 ∗B (14)

where X is the downsampled feature, and k denotes the down-
sampling rate. We adopt a convolution downsampling method
by three layers of continuous convolution, each with a stride of
two and kernel size of 3×3, resulting in k = 8.

Next, each clustered pixel is treated as a graph node. Thus,
the adjacency matrixAk ∈ R

H
k ∗W

k is built to diffuse information

across nodes, and Ak is computed as follows according to (3)

Ak = ψ (Xk)� φ(Xk)
T (15)

where � is a dot product operation, and ψ(·) and φ(·) are two
convolution operations with a kernel size of 1 × 1. Specifically,
Ak measures the similarity between one node and all other nodes
and changes in sync with the convolution process. The GGCN
also follows a variation of (5) to reduce storage and computation

Mk = Ak v (Xk)Wk

= ψ (Xk)�
(
φ(Xk)

T � v (Xk)
)
Wk (16)

where v(·) is also a 1 × 1 convolution operation, and v(Xk)
works as the feature X l in (5). Variable Ak is equal to
D̃− 1

2 ÃD̃− 1
2 in (5).

After the GCN, a new feature Mk is reprojected to the initial
space (RH∗W ∗B) by upsampling. Different from the downsam-
pling convolution, upsampling employs an interpolation oper-
ation to match the original size. Hence, the output feature is
written as follows:

XG = Xpre + ξ (interp (Mk)) (17)

where XG denotes the ultimate module output, interp(·) is the
bilinear interpolation, and ξ(·) presents a 1×1 convolution to
transform the output channel dimension.

In summary, the GGCN module builds a lightweight fully
connected graph to adapt the feature through global information
and provide complementary information for ResNet and RGCN.

After the process of three branches, we obtain three diverse
features spanning different ranges, namely, local, regional, and
global. The ultimate feature (Xu) is calculated as follows:

Y = Softmax (Conv (concat (XR, XRes, XG))) (18)

where concat(·) denotes the concatenation, Conv(·) is a con-
volution operation to adjust the dimensions for ensuring that the
output is the number of classes to be predicted, and Y is the final
output of the whole network.

C. Network Training

The detailed network structure and feature map size are
described in Fig. 3. The configurations for hyperparameters of
three modules, namely, ResNet, RGCN, and GGCN, are detailed
as follows. In RGCN, the segmentation rate of SLIC was set to
100 to avoid excessive or incomplete fragmentation. In GGCN,
the stride convolution downsampling parameter was set to k=8.
Batch normalization [33] was adopted with the 0.9 momenta.
Adam [34] was used to optimize the networks. The learning
rate was set to 0.0005, and the epoch was 200 to ensure a
well-trained network. The model with the lowest loss in the
validation set was saved as the best model for the test set. All
works were implemented with Python-3.7 and PyTorch-1.3.1.
The experimental environment was a GTX-2080Ti GPU.
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Fig. 5. LCZ maps of the study cities. (a) Berlin. (b) Rome. (c) Wuhan. (d) Hong Kong. (e) Sao Paulo. (f) Paris.

V. RESULT

A. LCZ Maps of the Six Cities

Fig. 5 shows the developed LCZ maps, and the corresponding
reference data are depicted in Fig. 6. In summary, the urban
building types and natural types can be clearly distinguished.
Water can also be accurately identified on maps. This work will
detail the specific urban structure of each city in the following.

Berlin radiates outward in the shape of a hexagonal star.
The core of this hexagonal star is LCZ-2 compact midrise,
surrounded by a circle of LCZ-5 open midrise, and then extends
out into suburbs as LCZ-6 open low-rise. The natural classes are
dominated by LCZ-A type dense trees and LCZ-D low plants.
The Havel River, running west of Berlin, can be clearly classified
as LCZ-G. The Spree River, which flows through downtown, is
not identified in the middle due to its narrow channel. However,
the eastern stretch of the river can be distinguished.

As for Rome, it also appears monocentric center, and LCZ-2
dominates the urban center. Unlike Berlin, Rome has more inten-
sive buildings (i.e., LCZ-2 and LCZ-3) dotted in the southwest
and east of the city. The suburban areas are composed of open
arrangements LCZ-5 and LCZ-6, far from the center.

The most common type in Wuhan is water LCZ-G, resulting
from the Yangtze River and a host of lakes. Among the six
cities, Wuhan has the most diverse urban types, LCZ 1-10,
and the most complex urban structure. Compact buildings LCZ

1-3 are primarily distributed along the banks of the Yangtze
River and its tributaries. The low/midrise industrial structure
LCZ-10 is mainly located in a river bend close to the industrial
port.

Hong Kong is surrounded by water LCZ-G and dense trees
LCZ-A is the major natural type due to several Country Parks.
Dense buildings, LCZ-1 and 4, are mainly observed in the
northern part of Hong Kong Island and the southern part of
the Kowloon Peninsula, opposite each other across the sea. The
heavy industrial type LCZ-10 is mainly located near the Hong
Kong International Airport.

In Sao Paulo, the primary type of architecture is LCZ-3 com-
pact low-rise and is separated into chunks by the LCZ-8 large
low-rise. Compact high-rise buildings LCZ-1 are concentrated
only in the city center. The water LCZ-G in the picture presents
two large reservoirs.

Paris is monocentric and has a regular circular center, princi-
pally LCZ-2 compact midrise. The city radiates suburbs mainly
along the Seine River LCZ-G. The river is discernible and cuts
through the city center. The bare rocks/paved areas LCZ-E is
scattered in the suburbs. Suburban and natural feature types are
mixed, with no clear boundaries.

In summary, the various urban structures and types of natural
features can be well distinguished by our method. Water distri-
bution can also be clearly observed. The resulting LCZ maps are
visually satisfactory.
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Fig. 6. Corresponding satellite images and reference datasets of six cities. (a) Berlin. (b) Rome. (c) Wuhan. (d) Hong Kong. (e) Sao Paulo. (f) Paris.

B. Quantitative Evaluation

The confusion matrix is adopted to display quantitative evalu-
ation. In Fig. 7, the accuracy evaluation indexes are presented in
the upper right of each diagram. The OA and Kappa of all cities
all exceed 90%. The lowest OA=0.937 and Kappa=0.924 are
observed in Hong Kong, and Wuhan has the highest OA=0.977
and Kappa=0.971. By contrast, AA is 5% lower than OA
and Kappa on average. Because AA indicator places the same
emphasis on each type and is easily affected by some types with
small sample sizes that cannot obtain sufficient training. Thus,
AA reaches a maximum in Berlin with 0.919 and a minimum in
Sao Paulo with 0.769.

In Berlin and Paris, the majority of samples are well classified,
especially for LCZ-A and LCZ-G. LCZ-G is identifiable for its
unique spectral characteristics in many cases. But LCZ-A and
LCZ-B are usually difficult to tell apart for spectral similarity
[22]. However, the LCZ-A in our work achieves high accuracy
in all cities.

In Rome, all classes have an accuracy over 0.9, except for
the LCZ-10, for its training samples are too few to fully extract
the characteristics of this type. There is also slight confusion
between building types LCZ-2, LCZ-3, and LCZ-5. Similar to
Rome, such a mix of building types is also inevitable in Wuhan.
LCZ-9 in Wuhan also has the lowest accuracy due to insufficient
training samples.

Hong Kong endures a more complex misclassification. The
LCZ-2 is misclassified because the building distribution in Hong
Kong is relatively chaotic. The midrise buildings in LCZ-2 mix

with a few high-rise buildings. Thus, it is easy to be classified
into LCZ-1 and LCZ-4. Besides, LCZ-B scattered trees, LCZ-
C bush, and LCZ-D low plants are confused with each other
because they are pretty similar in the spectral domain.

Sao Paulo achieves a relatively high OA even though the
classification does not seem to work very well. The reason is the
uneven distribution of samples in some categories. For example,
LCZ-E has a classification accuracy of only 0.41 because there
are only 22 pixels of this type, and 9 are correctly classified.
This condition has little influence on the overall evaluation of
OA but only leads to a poor AA.

In general, except for some confusion caused by insufficient
samples and sample quality problems, all types can achieve a
good classification under the combination of characteristics at
different scales.

C. Comparison of the Different Classification Models

In this section, three methods for LCZ classification are com-
pared with our method, including RF, large-scale mapping of
LCZs with CNN (LSM-CNN) [20], and CNN scheme S5-CNN
[9]. The experiment is carried out in six cities, and the final
results are shown below. LSM-CNN and S5-CNN train 300
epochs, with a learning rate of 0.001 and a patch size of 32×32.
There are 100 estimators in RF. The training and test samples
used in the comparison method are the same as those in the
proposed method. LCZ maps of comparison methods for two
cities are shown in Fig. 8.
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Fig. 7. Confusions matrixes of six cities. The color encodes the accuracy from zero to one. Decimals shown in the grid are normalized by row and do not show
values less than 0.01.

Fig. 8. LCZ maps of comparison methods for two cities.
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TABLE IV
INDIVIDUAL CLASS, OA, AA, AND KAPPA OF ALL METHODS ON BERLIN AND

ROME DATASETS

The best metrics are emphasizes by boldface.

TABLE V
INDIVIDUAL CLASS, OA, AA, AND KAPPA OF ALL METHODS ON WUHAN AND

HONG KONG DATASETS

The best metrics are emphasizes by boldface.

From Fig. 8, it is observed that the classification results of
LSM-CNN and S5-CNN present oversmoothing results with
large blocks. These methods that only use convolution to extract
local features may be hard to distinguish built or land cover
types with less spatial differences and similar spectral properties.
Also, only considering the spectral differences between pixels,
the results of RF show a fragmentized and granular effect that
breaks the integrity within the zone. By fully utilizing the
texture characteristics of the regional and the global features,
the proposed method can obtain the appropriate classification
scale without oversmoothing or fragmentized zones, which
achieves a better classification result according to the real visual
characteristics.

TABLE VI
INDIVIDUAL CLASS, OA, AA, AND KAPPA OF ALL METHODS ON SAO PAULO

AND PARIS DATASETS

The best metrics are emphasizes by boldface.

Tables IV–VI illustrate that our method significantly outper-
forms other methods and achieves the highest OA, Kappa, and
AA in all the cities, followed by S5-CNN, LSM-CNN, and
RF. This is due to the different acquisition and utilization of
features in each method. CNNs can effectively extract the local
context and thus outperform the pixel-based RF, which only
considers the spectral characteristics of pixels without spatial
characteristics. S5-CNN is superior to LSM-CNN because it
uses a continuous convolutional layer to achieve a more stable
representation, rather than connecting the pooling layer imme-
diately after each convolutional layer. Furthermore, our method
can generate regional and nonlocal features in addition to local
representation to achieve the best accuracy.

However, there remain some exceptions. LSM-CNN sur-
passes S5-CNN in Sao Paulo. LSM-CNN improves the OA by
sacrificing the accuracy of some categories with a small number
of pixels. Thus, there are some small sample categories with ac-
curacy as low as 0%. For example, due to highly uneven sample
distribution in Sao Paulo, both OA and Kappa of the LSM-CNN
result exceed S5-CNN, whereas S5-CNN still maintains a higher
AA. In addition, S5-CNN has a higher classification accuracy for
the categories with fewer samples and achieves the best OA in
LCZ-9 (Wuhan) and LCZ-10 (Rome), exceeding our method.
The main reason is that there are only 8 samples in LCZ-5
(Wuhan) and 51 samples in LCZ-10 (Rome).

VI. DISCUSSION

In this section, we design and conduct experiments from dif-
ferent perspectives to analyze the effectiveness of the proposed
method.

A. Effectiveness of the Different Modules

In this network, different modules perform their respective
roles and then combine to achieve the best results. Ablation
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TABLE VII
OA (%) INDICATOR OF THE DIFFERENT MODULE COMBINATIONS

The best metrics are emphasizes by boldface.

experiments are conducted in this section to evaluate the effect
of the different modules.

The CNN branch is considered a baseline and combined with
the other two branches because local information is essential for
LCZ mapping. On this basis, the GGCN and RGCN branches are
added, and a network with three branches is integrated for the
experiment. The accuracies of different module combinations
are shown in Table VII. The results show that the network with
RGCN or GGCN provides a significant improvement in OA
compared with the performance of baseline (only CNN), which
demonstrates the effectiveness of the GCN module. Moreover,
the best performance is obtained by using all modules. The
result shows the information extracted by GGCN and RGCN
complement the information extracted by CNN, and the three
promote each other.

B. Performance Under Limited Samples

In most cases, marking samples is usually costly in terms
of human and time resources. Therefore, transferability among
cities has been a hot topic discussed in the previous work. Previ-
ous work has attempted to train models on the training samples
from one city and tests it on samples from other cities. However,
the results suggest that the LCZ model cannot get satisfactory
results by the regional shift [22]. The LCZ properties observed in
arid desert environments [35] do not always match the standard
value ranges [6], and city-to-city transfers are generally poor
compared with the single city benchmark experiments [36].
Thus, small sample training could be the future trend, and it
determines the applicability of a classification model.

To evaluate the proposed method under the condition of
minimal training samples, we present the OA indices of different
methods under various training sample sizes in Wuhan because
it has a complete sample category. In Fig. 9, we randomly
selected 5, 10, 15, 20, and 25 samples for each category as
training samples in each experiment and two samples per class as
verification samples in each experiment [26]. Each experiment
was repeated 10 times to find the mean of the OA index. The
OAs of the three deep-learning-based methods increase with the
number of samples. Meanwhile, the RF is not sensitive to small
sample size changes, and its accuracy presents a horizontal line.
Our method is superior to all the comparison methods. Because
the proposed method not only utilizes the local surroundings but
also aggregates the information of the region and similar global
nodes of each sample. These connections allow each sample
to acquire more context information and a more robust feature

Fig. 9. Overall accuracy of different methods under different scales of training
samples.

representation for different LCZ types. Therefore, high accuracy
can be obtained by using small samples in our method.

VII. CONCLUSION

In this study, we develop a novel hybrid framework by com-
bining two GCNs to assemble region- and global-level features
to supplement the local-level features of the CNN in the LCZ
classification and conduct LCZ mapping on six cities—Berlin,
Rome, Wuhan, Hong Kong, Sao Paulo, and Paris—across the
world. The weights of the graph edges update with the learned
features dynamically. Furthermore, a graph encoder/decoder in
RGCN and stride convolution in GGCN are adopted to decrease
the computational cost and alleviate the structural incompatibil-
ity of GCN and CNN. Ablation tests indicate the complementar-
ity between different modules to demonstrate the effectiveness
of the unitized structure. This model also shows its validity in
contrast experiment. We further explore the performance under
different sizes of limited samples and find that our method
exhibited the best small-sample learning ability among all the
comparisons, which may serve as an alternative to transferability
research and valuable guidance to tackle the insufficient-sample
issue in LCZ mapping.

In the future, additional information, such as multitemporal
and heterogeneous data, can be introduced to refine the model
further. Long short-term memory and spatial–temporal atten-
tion mechanism can effectively analyze temporal features of
multitemporal imagery. These features can work with the cross-
regional features extracted by GCN to build a better understand-
ing of the spatiotemporal dynamics and improve performance
in the LCZ classification.
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