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Geometric registration is often an accuracy assurance for 
most remote sensing image processing and analysis, 

such as image mosaicking, image fusion, and time-series 
analysis. In recent decades, geometric registration has at-
tracted considerable attention in the remote sensing com-
munity, leading to a large amount of research on the sub-
ject. However, few studies have systematically reviewed 
its current status and deeply investigated its development 
trends. Moreover, new approaches are constantly emerging, 
and some issues still need to be solved. Thus, this article 
presents a survey of state-of-the-art approaches for remote 
sensing image registration in terms of intensity-based, fea-
ture-based, and combination techniques. Optical flow esti-
mation and deep learning-based methods are summarized, 
and software-operated registration and registration evalua-
tion are introduced. Building on recent advances, promis-
ing opportunities are explored.

OVERVIEW 
Remote sensing images from various sensors, periods, and 
viewpoints can provide complementary information about 
regions of interest (ROIs) and Earth surface observation. 
Owing to various factors, such as Earth’s rotation and cur-
vature and variations in platform altitudes, remote sensing 
images contain systematic geometric distortions that can-
not be thoroughly corrected without high-precision eleva-
tion data [through the digital elevation model (DEM) or 
the digital surface model (DSM)] and control points on 
the ground. Although the true digital orthophoto map 
(TDOM) promises accurate spatial positions, it has high 
production costs and is difficult for general users to obtain. 
Therefore, most available remote sensing images retain 
small geometrical distortions after systematic correction, 
resulting in objects in one image not spatially correspond-
ing to those in another image, as in Figure 1.

Furthermore, topographical fluctuations in mountain-
ous regions, differences in imaging viewpoints (shown in 
Figure 2), and spatial resolutions cause dislocation in two 
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images covering the same scene. Thus, geometrical regis-
tration techniques are implemented to align two or more 
images from the image-to-image perspective rather than 
the imaging mechanism. Consequently, geometrical reg-
istration is an image-processing technique that aligns dif-
ferent images of the same scene acquired at various times 
and viewing angles and with multiple sensors [1]. As a fun-
damental task in remote sensing information processing, 
it is a prerequisite for many practical applications, such as 
image mosaicking [2], image fusion [3], land cover change 
detection [4], [5], and disaster evaluation [6], [7].

It worth noting that there is a technical term, coregistration, 
that is similar but not exactly the same as image registration. 
It is now commonly used in aerial and unmanned aerial 
vehicle image registration, generally including multimode 
registration and alignment through the aid of auxiliary data. 
When the registration is conducted with a GPS/inertial mea-
surement unit, it usually establishes a connection between 
an image and the simulated or real ground [8]. Certainly, 
the registration technology works on tie points generation 
for the construction of relationships. With real ground con-
trol points (GCPs), the tie points between the reference and 
sensed bands are produced to register different bands of hy-
perspectral images [9]. Additionally, when the orientation of 
the reference image is determined, without GCPs, the coreg-
istration of multitemporal high-resolution image blocks is au-
tomatically achieved [10]. Although there are time-increasing 
papers focused on coregistration techniques doing some aux-
iliary work with the positioning data, the core of the process 
is image registration, as far as we are concerned. Therefore, 
the emphasis is put on the opportunities and challenges of 
geometrical registration in remote sensing fields.

Geometrical registration can be traced to the 1970s, 
when the United States proposed image registration to ana-
lyze target objects in aircraft-aided navigation and weap-
ons systems. Since then, it has rapidly developed, particu-
larly in the domains of remote sensing, computer vision, 

and medical image processing. Some conclusive studies of 
computer vision and medical image processing have been 
published [11]–[16]. Building on a widespread survey of im-
age registration, published in 1992 by Brown [15], a 2003 
review [16] comprehensively summarized the subsequent 
research. In recent years, several overviews of image regis-
tration have focused on newly developed approaches in-
spired by extant versions [17]–[19]. However, these surveys 
are limited to analyzing and drawing conclusions based on 
conventional approaches [20]–[22]. Since the first study 
of multispectral and multitemporal digital imagery regis-
tration in 1970 [23], an increasing number of papers have 
contributed to the field. A total of 140,983 related stud-
ies with the keywords image registration or image matching 
were retrieved, from 1979 to January 2021, from Web of 
Science (WoS). When screening again using the keyword 
remote sensing, 46,141 articles were found, as plotted, based 
on their publication year, in Figure 3. The respective pro-
portions of the total number of papers on WoS per year are 
also presented. It can be seen that a small number of papers 

(a) (b) (c)

FIGURE 1. Multitemporal optical image geometrical dislocation. (a) A reference image taken by Landsat 5 on 15 October 1990. (b) A sensed 
image taken by Landsat 5 on 15 September 1993. (c) The overlapping images of (a) and (b). 
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FIGURE 2. The angle difference from multitemporal images in a 
mountainous region.
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were presented early in the field’s development, with re-
mote sensing image registration accounting for a minimal 
percentage of annual WoS publications. More recently, a 
considerable number of studies have been published, peak-
ing in 2019. Thus, comprehensive analysis is necessary to 
identify unsolved problems for the rapid development of 
this field.

In this article, we summarize various classical ap-
proaches to remote sensing image registration as well as 
recent methods based on deep learning, optical flow esti-
mation, and image registration software. We also point out 
interesting aspects and analyze development trends from 
our perspective, without describing specific approaches 
in detail. Concretely, the registration approaches can be 
classified into three categories, namely, intensity-based, 

feature-based, and combination registration, as detailed in 
Figure 4. The intensity-based technique directly uses pixel 
intensity information to register images, including the con-
ventional area-based approach and optical flow estimation. 
The geometrical and advanced features used to register im-
ages instead of intensity information are defined as feature-
based approaches. Combination registration mainly con-
sists of the integration of feature- and area-based methods 
as well as two geometric feature-based techniques. Many 
detailed classifications are presented in each category.

All registration approaches must undergo coordinate 
transformation and resampling to ultimately acquire the 
aligned image, as demonstrated in Figure 5. Before this step, 
transformation models for coordinate recalculation other 
than optical flow estimation should be constructed. In gen-

eral, transformation models, such 
as the affine, projective, piecewise 
linear, and thin spline models, are 
derived from global or local paramet-
ric models. To calculate these models, 
images are preprocessed to extract 
representative features through tech-
niques including geometrical- and 
advanced-feature extraction and 
matching. Given that intensity in-
formation is directly utilized in area-
based registration, feature extraction 
is omitted, and the transformation 
model is constructed when matching 
the intensity information. Since most 
approaches prefer to contribute to the 
preliminary steps (e.g., feature ex-
traction, feature matching, and mis-
matched feature elimination) rather 
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FIGURE 3. The number of papers about remote sensing image registration on WoS, per year.
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FIGURE 4. The remote sensing image registration algorithms. GAN: generative adversarial network.
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than designing new transformation models and present-
ing novel resampling techniques, this article emphasizes 
the previous steps, as well, comprehensively summarizing 
studies and further predicting development trends. 

INTENSITY-BASED REGISTRATION
Intensity-based registration directly employs original or ex-
tended intensity information, such as gradients, for regis-
tering remote sensing images. In addition to the traditional 
area-based approach, we classify optical flow estimation, 
a direct calculation of the increased displacement of cor-
responding pixels with intensity information, as intensity-
based registration.

AREA-BASED METHOD
In general, area-based registration accords with a similarity cri-
terion established in advance and adopts the optimal search 
strategy to iteratively find the parameters of the transforma-
tion model that yield the maximum or minimum similarity 
measurement to achieve the spatial registration of images, as 
illustrated in Figure 6. With the transformation model con-
stantly being optimized, the aligned image changes gradu-
ally, which is mainly reflected in the growing black area in 
the lower- and upper-left-hand corners of the aligned image. 
This approach differs from image matching, which is gener-
ally understood as template matching. Although both meth-
ods directly employ intensity information, template match-
ing aims to extract the centroids of matched windows as a 
feature point. This process is not true geometric registration, 
but it constitutes an important step. Here, we introduce area-
based registration. The well-known core of this technique is 
the similarity metric, which has been researched in terms of 
spatial- and frequency-domain approaches [16], [24], [25].

SPATIAL-DOMAIN APPROACH
Spatial-domain techniques directly employ intensity difference 
and statistical information of all pixels, without any image 
transformation. These methods generally come at the prob-
lem from one of two perspectives, namely, the correlation-like 
technique or the mutual information (MI) algorithm.

CORRELATION-LIKE SIMILARITY METRIC
This technique determines the spatial alignment of images by 
directly comparing the similarity of corresponding pixels. It is 
vulnerable to intensity changes, which may be introduced, for 
instance, by noise, thick or thin clouds, and differences in the 
photosensitive components of various sensors. As a funda-
mental similarity metric, the cross-correlation (CC) algorithm 
directly calculates the difference between corresponding pix-
els to iteratively register images until they have the largest CC, 
which is useful for small rigid-body and affine transformation 
[26], [27]. Many other correlation-like similarity metrics are 
available, including the sequential similarity detection algo-
rithm [28], correlation coefficient [29], [30], normalized CC 
(NCC) [31]–[33], sum of squared differences [34], Hausdorff 
distance [35], and other minimum distance criteria. NCC, in 

particular, is very popular and widely applied due to its invari-
ance to linear intensity variations [31], [36], [37]. Recently, the 
centers of windows well-matched by NCC have been used as 
feature points to solve transformation model parameters [38], 
namely, image matching. Supposing ( , )R St  to be the NCC 
coefficient of matched windows, we calculate NCC as follows:
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where the predefined window consists of m n#  pixels, ( )R i  
and ( )S i  denote specified positions in the windows of the 
reference and sensed images, and Rn  and Sn  are the average 
intensity values of a specified window. The algorithm was de-
veloped to generate tie points that resist complicated geomet-
ric deformation [31], [38], [39]; it has recently been integrated 
with a novel feature descriptor [e.g., the local self-similarity 
(LSS) descriptor] for robust feature extraction in multimodal 
remote sensing image registration [36]. Although NCC is su-
perior to the traditional correlation-like similarity metric, it is 
unable to handle the nonlinear radiometric difference, which 
is a common problem for correlation-like similarity metrics.

MI APPROACH
MI has appeared recently compared with correlation-like 
techniques; it has been successfully applied to multispec-
tral and multisensor image registration due to its robustness 
against nonlinear radiation differences [40]–[43], which are 
usually calculated by (2). The normalized MI (NMI) meth-
od is a measure that is independent of changes in the mar-
ginal entropies of two images in their region of overlap [44], 
[45]. MI and NMI are the same type of statistical similarity 
measurement, and both are prone to registration errors. In-
spired by these approaches, the region–MI approach was de-
veloped [46] with consideration of structural information. 
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FIGURE 5. General geometrical registration.
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Furthermore, rotationally invariant regional MI considers not 
only the spatial information but also the influence that local 
gray variations and rotation changes have on the computa-
tion of the probability density function [45]:
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where ( )H R  and ( )H S  are the Shannon entropies of the ref-
erence and sensed images, respectively; ( , )H R S  represents the 
mutual entropy; ( )P r  and ( )P s  are the marginal probability 
distributions of R and ;S  and ( , )P r s  is the joint probability 
distribution that is calculated, in practice, by 2D histogram 
binning as the discrete random variables. Additionally, there 
is an MI registration based on displacement maps, which is 
similar to optical flow estimation. In this variational frame-
work, MI is employed as the similarity metric for displace-
ment calculation [47]. Overall, the MI-like algorithms origi-
nating from information theory are a measure of the statistical 

(a) (c)(b)

(d) (f)(e)

(g) (i)(h)

FIGURE 6. Conventional area-based registration. Pay attention to how the black-edge region changes in the lower- and upper-left corners 
of the aligned image. (a) The aligned images overlapping. (b) The sensed image. (c) The original images overlapping. (d) The fifth iteration. 
(e) The reference image. (f) The first iteration. (g) The fourth iteration. (h) The third iteration. (i) The second iteration. 
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dependence between two data sets and particularly suitable 
for registration with different imaging mechanisms. However, 
they are computationally expensive, which may be restrictive, 
as remote sensing images are always relatively large.

FREQUENCY-DOMAIN APPROACHES
Frequency-domain approaches indirectly utilize intensity in-
formation, transforming an image and exploiting its frequen-
cy-domain features for registration. By so doing, they accel-
erate the computational speed of relatively small geometric 
dislocations. Fourier techniques are typical representations 
of frequency-domain registration, which were first used to 
register images with translational changes [48]. Phase-based 
correlation approaches [23], [49]–[51] exploit the Fourier 
transform to register images by searching for global optimal 
matching [53]; they compute the cross-power spectra of the 
sensed and reference images and seek the location of the 
peak. The translational and rotational properties of the Fou-
rier transform are employed to calculate the transformation 
parameters [53]. Frequency domain approaches are robust 
against frequency-dependent noise and illumination chang-
es. They also contribute to the acceleration of computational 
efficiency [54] since they neither involve feature extraction, 
as feature-based approaches do, nor require an optimization 
approach in the spatial domain, which would increase their 
computational complexity [53]. However, given that the Fou-
rier transform offers poor spatial localization, the operation 
can be replaced by a wavelet transform with strong spatial and 
frequency localization [55], which can be applied to remote 
sensing image registration [56]. Recently, phase congruency 
(PC) has been used to represent structural information in 
remote sensing images; it is similar to 
the image gradient but is invariant in 
terms of image contrast and bright-
ness variations [57], [58].

In short, most correlation-like ap-
proaches are statistical similarity me-
trices that do not facilitate structural 
information or high computational 
complexity. Owing to their easy hard-
ware implementations, they remain 
in frequent use for registration evalu-
ation [59]. Fourier techniques have 
some advantages in terms of com-
putational sufficiency, and they are 
robust against frequency-dependent 
noise. However, they have limitations 
in the case of image pairs with signifi-
cantly different spectral content. Al-
though MI methods offer outstand-
ing performance compared with the 
two aforementioned algorithms, 
they do not always provide a global 
maximum of the entire search space 
for the transformation, as images 
containing insufficient information 

or the overlap between two scenes inevitably reduces their ro-
bustness [16], [25]. Overall, intensity-based approaches direct-
ly use the pixel value of an image, without error accumulation, 
offering high-precision registration. However, these algorithms 
have limitations in terms of large rotations, translations, scale 
differences, and so on and are quite time-consuming.

OPTICAL FLOW ESTIMATION
Similar to the area-based approaches, optical flow estimation 
calculates object motions with direct and indirect consistency 
constraints based on pixel intensity. This technique is popu-
lar in computer vision for motion estimation. Owing to the 
similarity between the displacements of corresponding pixels 
under the same coordinate system and the optical flow of an 
object, some studies have utilized optical flow estimation to 
register remote sensing images [60], [61]. Unlike area-based 
approaches, optical flow estimation calculates pixel displace-
ment based on intensity and gradient consistency constraints 
for coordinate recalculation. After resampling, the intensity 
value is assigned to the new noninteger position, and the 
aligned image is acquired [62], as summarized in Figure 7.

Optical flow is a 2D displacement field that describes the 
apparent motion of brightness patterns between two succes-
sive images [63], and its concept was proposed by Gibson 
[64]. Horn and Schunck (HS) [63] and Lucas and Kanada 
(LK) [65] proposed a differential approach for optical flow 
calculation in 1981. Since then, many extensions and modi-
fications have been proposed for video image processing 
[66]–[68]. Given that the process is at the initial stage of de-
velopment in the remote sensing field and that many stud-
ies have focused on differential techniques, the following 

Reference Image Sensed Image

Displacement
Calculation

Coordinate
Transformation

Pixels (Assumption)

u1 = u1 + ∆u1′

v1 = v1 + ∆v1′

un = un + ∆un′

vn = vn + ∆vn′

u = u ′ + ∆u

v = v ′ + ∆v

FIGURE 7. Optical flow estimation for remote sensing image registration. [( , )u vi j  indicates the 
pixel coordinates in the reference image, and ( , )u vi jl l  indicates the coordinates of the corre-
sponding pixel in the sensed image. The coordinate difference, which we called the displace-
ment, is depicted as ( , ).]u vi jT T  
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aspects are generally emphasized in research on remote sens-
ing image registration.

DENSE OPTICAL FLOW ESTIMATION
The differential method for dense optical flow calculation 
proposed by HS is generally called the typical global approach 
[63]. Dense optical flow calculates each pixel’s motion in a 
scene, as in Figure 8. The regular grid represents image pixels, 
and the displacement is displayed at equal intervals, where 
only the displacement directions and magnitudes of the green 
pixels are marked, for brevity. The HS optical flow integrates 
the brightness constancy assumption and the global smooth-
ness constraint to separately estimate the pixel motion in the 
x and y directions. The intensity value constancy assumption 
is markedly susceptible to slight brightness changes [69], 
which are inevitable for remote sensing images. Applying the 
spatial gradient constancy assumption to the HS equation [as 
in (3)] is popular in research on multitemporal remote sens-
ing image registration [62], [69]:

( , ) ( ( ) ( ) ( ) ( ) )
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where ( , , )w u v 1 T=  is the pixel displacement to be solved, 
( , , )X x y t T=  is a pixel coordinate, ( )s s2 2 2f} = +  is an 

increasing concave function, and f  is a fixed value. Here, a  
and c are the weights for the gradient and smoothness terms, 
respectively, and ( , , )x y t

T
3d 2 2 2=  indicates a spatiotemporal 

smoothness assumption and is often replaced by the spatial 
gradient when used for remote sensing image registration.

Owing to the advantages of the per-pixel computation of 
optical flow estimation, very local deformation due to terrain 
elevations can be eliminated. Occlusion remains a challenge 
for accurate dense optical flow calculation [66], which is simi-
lar to land use (LU) and land cover (LC) changes in remote 

sensing images [62]. Under this circumstance, an object in the 
reference (sensed) image cannot be sought in the sensed (ref-
erence) image. For example, in the yellow, rounded rectangles 
in Figure 9(a) and (b), a road disappears in the sensed im-
age. This leads to further abnormal pixel displacement, in 
Figure 9(c), where the magnitudes and directions of the dis-
placements are inconsistent with the neighborhood. The suc-
cessive abnormal displacements further change the content of 
the aligned image, although it is highly geometrically aligned 
with the reference image in Figure 9(d). This change opposes 
the principle of image registration in that it does not alter the 
image content but spatially aligns the sensed and reference 
images. After the abnormal displacement correction, the re-
calculated displacement is similar to that of the surrounding 
region, as in Figure 9(e). Furthermore, the aligned image is 
similar to the corresponding region in the sensed image in 
Figure 9(b), and the two are spatially aligned with the refer-
ence image, as in Figure 9(f).

For large-scale movements, which are another concern 
when applying optical flow for remote sensing image registra-
tion, an improved approach was proposed in [70]. The pixel 
displacement calculated by the extended phase correlation 
technique is determined as the initial motion estimator for 
the global optical flow to achieve general remote sensing im-
age registration, especially for large-scale movement deforma-
tion [70]. However, given that dense optical flow estimation 
calculates the displacement for each pixel, it is unavailable for 
the real-time registration of large images, although it provides 
a high-precision result.

SPARSE OPTICAL FLOW ESTIMATION
Sparse optical flow estimation is more popular for remote 
sensing image registration than its dense counterpart is. The 
sparse optical flow represented by the local difference may 
be supported in a specified local region, such as the position 
of the feature points extracted by popular extractors, includ-
ing the scale-invariant feature transform (SIFT), as shown 
in Figure 10. This approach assumes that pixel motions are 
identical within a local neighborhood and estimates the opti-
cal flow by performing least-squares regression with a set of 
similar equations [66]. The LK gradient-based approach [65], 
as the origin, is widely used to estimate the motion of video 
images, on an equal footing with the HS model. The Ge-
FOLKI algorithm was developed from LK and implemented 
on a graphics processing unit to achieve real-time and robust 
optical flow estimation [60], [71]. Furthermore, the GeFOLKI 
algorithm is adopted for the coregistration of heterogeneous 
data, such as synthetic aperture radar (SAR) lidar images and 
SAR optical images [61]. Subsequently, given the different 
imaging mechanisms of SAR and high-resolution optical im-
ages, which benefit from the high registration precision of 
optical flow estimation, two dense feature descriptors replace 
raw intensities when aligning images by an optical-to-SAR 
flow; this combines the global and local optical flow estima-
tion approaches [72]. Sparse optical flow based on specified 
and distinct pixels is computationally time saving, whereas 

Pixels Optical Flow

FIGURE 8. Dense optical flow.
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its accuracy for remote sensing image registration is relatively 
low compared with the dense optical flow approach. In ad-
dition, it is not vulnerable to LU–LC changes because it does 
not have similar features for sparse optical flow estimation in 
the changed region.

In summary, optical flow estimation has been developed 
in computer vision for motion estimation in superresolution 
reconstruction for several decades, whereas it is in the initial 
stage of use in remote sensing image registration. Optical 
flow estimation is a superior pixel displacement calculation 
approach that is particularly interesting in the case of very lo-
cal deformation due to, for example, terrain elevation, which 
has considerable influence on high-resolution image registra-
tion [61]. The efficiency of optical flow estimation should be 
considered when applying it to remote sensing because a wide 
field of view (WFV) is a characteristic of remote sensing image. 
Therefore, due to social development and seasonal changes, 
LU–LC changes are frequent phenomena for multitemporal 
remote sensing images. The dense optical flow approach is 
sensitive to such changes, leading to abnormal displacement 
and the alteration of the content of an aligned image. There-
fore, efficient and accurate correction should be integrated into 
the initial optical flow estimation when used for registration.

FEATURE-BASED REGISTRATION
The feature-based approach directly exploits the abstract 
features of an image, rather than the pixel intensity, for reg-
istration. Feature refers to a distinct geometrical or advanced 
characteristic extracted by a specified approach. Geometrical 
features are distinct points, line segments, and closed bound-
ary regions in a remote sensing image that can be detected 
or extracted by extant or novel approaches. Advanced features 
are abstract descriptions of local regions, which are extracted 
by a neural network (NN) (especially in the deep learning ap-
proach) to represent the original image. Geometric features 
are understood as being conventional for feature-based regis-
tration, and the use of advanced features is defined as novel 
feature-based registration.

CONVENTIONAL FEATURE-BASED METHOD
In general, salient and distinctive features, such as points, 
line segments, and closed boundary regions, are manually 

and automatically detected to represent the original remote 
sensing image. The feature correspondence is then established 
between the reference and sensed images by a similarity com-
parison of the feature descriptors. The geometric relationship 
is calculated, guiding a sensed image that is spatially aligned 
with the reference. Ultimately, coordinates in the sensed im-
age are transformed. The transformed coordinates are usu-
ally noninteger, and they are calculated by interpolation to 
acquire their intensity values, as demonstrated in Figure 11. In 
the following, we summarize geometrical feature extraction 
and matching because research into this subject has been at 
the core of the traditional feature-based approach.

FEATURE EXTRACTION
The feature extraction mentioned here is a representation of 
feature detection and extraction. Detection aims to locate dis-
tinctive features in an image and determine their positions. 
In the feature-extraction stage, the recognizable descriptor is 
uniquely constructed, identifying the detected feature. For-
merly, features were manually selected. This approach is still 
in use today, as in the “image-to-image registration” module 
in Environment for Visualizing Images (ENVI) software. Ex-
perts require a considerable amount of time for this approach, 

(a) (b) (c) (d) (e) (f)

FIGURE 9. Abnormal displacement detection and correction. (a) The reference image. (b) The sensed image. (c) The displacement field 
estimated by (3). (d) The aligned image overlapping (a). (e) The corrected displacement field. (f) The aligned image formed by overlapping 
the corrected optical flow with (a) The highlighted road in (a) disappears in (b), leading to similar occlusion. 

Pixels Feature Points Optical Flow

FIGURE 10. Sparse optical flow.
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especially for large remote sensing images. At present, many 
methods have been proposed to automatically acquire rep-
resentative features. Common geometrical features, including 
salient points (line intersections, corners, points on curves 
with high curvature, and road crossings) [73], [74], polylines 
(roads, contours, and edges) [41], [75], and polygons (closed 
boundary regions and lakes) [76], are selected by the speci-
fied approach. As shown in Figure 11, the yellow points, line 
segments, and regions are detected to abstractly describe the 
original image.

FEATURE POINTS
The local points at which the gray value varies dramatically in 
all directions are feature points, including corner points, in-
flection points, and T-intersection points. Many attempts have 
been made to extract them in computer vision, inspiring the 
development of feature point extraction in remote sensing. The 
first corner detection approach was proposed by Moravec in 
1977 [77]. This algorithm has fast computation but is sensitive 
to noise and vulnerable to image rotation, leading to its rare 
use in the remote sensing field. The Harris corner detector was 
proposed in 1988 [78]. This algorithm is invariant under gray-
scale and rotational changes. It and improved Harris algorithms 
are applied to remote sensing image processing [38], [74], [79], 
[80], mainly with respect to multiscale corner detection.

Smith and Brady presented the smallest unvalued segment 
assimilating nucleus operator [81], which is insensitive to lo-
cal noise and has high anti-interference ability [82]. However, 
it is not widely used in remote sensing image registration [83], 
whereas the SIFT algorithm is [45], [58], [74], [84]–[90]. The 
SIFT was developed by Lowe [92] and is invariant under rota-
tion, scale, and translational changes [93]. It has been followed 
by many improved versions, such as principal component 
analysis SIFT [94], scale-restriction (SR) SIFT [36], [95], affine 

SIFT [96], and uniform robust SIFT [97], [98]. Moreover, the 
speeded-up robust features (SURF) [99] algorithm was pro-
posed, by Bay et al. to overcome the time-consuming nature 
of the SIFT for large-scale remote sensing images [100]–[102]. 
SURF applies an integral image to compute image derivations 
and quantifies the gradient orientations in a small number of 
histogram bins [103]. Additionally, the features from acceler-
ated segment test (FAST) [104]; binary, robust, independent 
elementary features (BRIEF) [105]; oriented FAST and rotated 
BRIEF [106], [107]; Kaze [108]; and accelerated Kaze [109] al-
gorithms are fast tools for descriptor construction but are less 
widely utilized in remote sensing.

In addition, a novel key point detector combining corners 
and blobs for remote sensing image registration is under devel-
opment to increase the number of correctly matched features 
[110]. Recently, looking at intensity differences in multimodal 
remote sensing images, robust and novel feature descriptors 
have been adopted to depict detected feature points; these in-
clude the LSS descriptor, which accommodates effects such 
as nonlinear intensity differences [36]; the histogram of ori-
ented PC, based on structural similarity measures [57]; and 
maximally stable PC, representing a novel affine and contrast-
invariant descriptor [111]. All these coincidentally absorb PC 
information. PC is similar to the image gradient, presenting 
structural information with resistance to variations in illumi-
nation [112]. Therefore, the use of phase consistency informa-
tion is a trend in the construction of robust feature descriptors 
for multimodal remote sensing image.

FEATURE LINES
A feature line is also known as a line feature; it is the general-
ization of feature points, such as general line segments [113], 
object contours [75], roads, coast lines [114], and rivers [115]. 
Given that feature lines have more attributes than feature 

points as control features [116], they 
have been gradually developed for use 
in image registration [117] as well as 
remote sensing image registration 
[116], [118], [119]. Standard edge de-
tection, as with the Canny detector 
[120], [121] and detectors based on 
the Laplacian of Gaussian [122] are 
conventional feature line detection 
approaches [16]. Recently, some ex-
cellent detectors generating precise 
and robust line segments have been 
proposed [123], [124], and they are 
suitable for line detection in remote 
sensing images. Feature lines are com-
paratively less utilized in the remote 
sensing field than are feature points 
because matching them is an obsta-
cle. They are often abstracted from 
corners, midpoints, and endpoints 
as final features [16], thereby losing 
their geometric value.

Feature Point Feature Line Feature Region

Feature Matching Mismatched Features Elimination

Transformation Model
Construction

Coordinates
Transformation/Resampling

Aligned
Image

FIGURE 11. The geometrical feature-based registration algorithm. 
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FEATURE REGION
Feature region is a general term for all closed boundary regions 
of appropriate size, e.g., lakes [125], forests [126], buildings 
[113], urban areas [127], and so on. Before the robust feature 
point extraction approach was developed, the feature region 
was used to indirectly extract feature points. Regions with high 
contrast were extracted by filtering [128] and image segmen-
tation [129] and described with moment-invariant descrip-
tors [130], [131]. They are often abstracted by their centers of 
gravity [128], [132]–[135], which are invariant with respect to 
rotation, scaling, and skewing and are stable under random 
noise and gray-level variation [16]. Compared with feature 
points and lines, the extraction and description of feature re-
gions were relatively early foci of research, and they have been 
used less for recent feature-based registration.

FEATURE MATCHING AND MISMATCHED  
FEATURE ELIMINATION
The correspondence relationship between reference and 
sensed images can be established based on detected feature 
points, lines, and regions, exploiting various descriptors of 
features [16], [136], [137]. Mismatched features are an inevi-
table byproduct of general feature matching, the elimination 
of which purifies correspondences for generating transforma-
tion models that are as accurate as possible. A pair of features 
with similar attributes is considered a selectable matching de-
spite radiometric differences, noise, image distortion, and so 
forth. Under the circumstances, a robust matching measure-
ment is essential. Feature matching approaches can be gener-
ally classified into two categories, namely, feature similarity 
and spatial relations.

FEATURE SIMILARITY
The constructed feature descriptors are used to establish the 
correspondence between extracted features in the reference 
and sensed images through feature similarity comparison. 
Feature similarity is conducted in the feature space by using 
the Euclidean distance ratio between the first and second 
nearest neighbors [92]. For efficiency, the k-dimensional tree 
and the best-bin-first algorithms are employed for feature 
similarity determination [93], [138]. The clustering technique 
[140], chamfer matching [141], and PC models are frequently 
used matching approaches, and they are invariant under in-
tensity changes during matching [1].

SPATIAL RELATIONS
Aimed at tie point matching in poor textural regions, ap-
proaches based on spatial relations have been developed. 
Representative of these, graph-based feature points matching 
considers feature points as graph nodes. Feature matching is 
then transformed into a node-correspondence problem and 
solved by graph matching [125], [142]. Graph matching is 
applied to image feature correspondences, although it is not 
affine invariant [143]. By finding a consensus nearest-neigh-
bor graph from candidate matches, a graph-transformation 
matching approach is developed [144]. Targeting the problem 

in [143], a similar graph matching for tie point matching in 
poor textural images is proposed [101]. Furthermore, Xiong 
and Zhang introduced a novel interest point matching for 
high-resolution satellite images [145]. For this, the relative 
position and angle are used to reduce ambiguity and to avoid 
false matching, as the approach is suitable for image shifting 
and rotation. Affine and large-scale transformations are not 
considered [144].

MISMATCHED FEATURE ELIMINATION
Although the extracted features in a reference image have 
been matched with the corresponding ones in the sensed 
image via the aforementioned approach, some mismatched 
feature points are inevitable, further affecting the transfor-
mation model estimation [32], [76]. Therefore, eliminating 
mismatched features with a specified approach is necessary 
[146], [147]. Generally, based on the initial matching result, 
random sample consensus (RANSAC) is used to remove a 
mismatched point. This method randomly selects a sample 
from the consensus set in each iteration and finds the largest 
consensus set to calculate the final model parameters [33], 
[148]. RANSAC performs well and robustly when there are no 
more than 50% outliers [144], [149], [150]. Combining the 
local structure with global information, a restricted spatial or-
der constraints algorithm is developed to find exact matched 
feature points in reference and sensed images [144].

Based on the affine-invariance property of the triangle-area 
representation (TAR), a robust sample consensus judging al-
gorithm is proposed to efficiently identify bad samples and 
ensure accuracy with a light computational load [151]. For 
images with simple patterns, large affine transformations, and 
low overlapping areas, a mismatch- removal principle based 
on the TAR value of the k-nearest neighbors is proposed and 
referred to as k-nearest neighbors–TAR [149]. Furthermore, 
an improved RANSAC approach called fast sample consensus 
is developed to obtain correct matching in a few iterations 
[150], [152]. Thus, most of the reserved feature points in 
the reference image accurately correspond to the specified 
feature points in the sensed image, as the feature points 
connected by the yellow lines in Figure 12 will add preci-
sion to the transformation model estimation in the follow-
ing step. The geometrical feature-based approach abstracts 
an original remote sensing image with distinct features 
instead of its intensity information, which is efficient and 
can easily process large rotations, translations, and scale 
differences between reference and sensed images. However, 
position errors in the automatically extracted features are 
inevitable, and a few mismatched features cannot be elimi-
nated. This leads to a relatively low registration precision 
compared with the intensity-based approach.

NOVEL FEATURE-BASED REGISTRATION  
BY DEEP LEARNING
Deep learning provides a new concept for remote sensing 
image registration. It essentially refers to image registration 
based on advanced feature extraction [153]. Deep learning 
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originated in computer vision and has a long history [154]. 
In recent years, it has gradually entered use in remote sens-
ing image applications, such as image fusion [155], [156], 
LC classification [157], [158], and segmentation [159]. The 
framework is data driven and can generate image features 
by learning from many training data sets with a specified 
principle [158]. Therefore, it is suitable for remote sensing 
image registration.

Some studies have focused on feature matching for this 
purpose [158], [160]. Most utilize a Siamese network con-
sisting of two parts to train a deep NN (DNN) [161]–[164]. 
One part extracts features from image patch pairs by training 
a Siamese, pseudo-Siamese, or improved Siamese network 
[165]; the other part measures the similarity between these 
features for image matching. In [164], the DNN inspired the 
construction of a deep learning framework for remote sens-
ing image registration. In addition, generative adversarial net-
works (GANs) are applied to image matching and registration 
[166], [167]. These approaches first translate an image into 
another one by training the GANs, enabling two images to 
have similar intensities and feature information [166], [168]. 
Feature extraction and matching are subsequently performed 
between two artificially generated images, effectively improv-
ing the performance of image matching. For the deficiencies 
of specified-scale NNs, multitask learning is introduced to 
improve the registration precision [169]. Wang et al. break 
through the limitations of the traditional deep learning ap-
proach, which extracts image features in one network and 
matches them with the other NN. They design an end-to-
end network using forward propagation and backward feed-
back to learn the mapping functions of the patches and their 
matching labels for remote sensing image registration [164]. 
Recently, Li et al. paired image blocks from sensed and refer-
ence images and directly learned the displacement parameters 
of four corners of the sensed block relative to the reference im-
age on a deep learning regression network, which differs from 
the traditional deep learning method [170].

Deep learning has advantages over the traditional regis-
tration approach. It is completely data driven and has strong 
flexibility, enabling it to theoretically fit any complex map-
ping function, whereas the traditional registration method 
can deal only with fixed pattern registration. Moreover, deep 
learning extracts abstract and high-level semantic informa-
tion. Compared with low-level gray and gradient data, deep 

semantic information is more consistent with the way hu-
mans understand images. Therefore, deep learning methods 
can extract robust features. However, deep learning has chal-
lenges. It highly depends on image samples; when there is a 
lack of data or the data quality is poor, deep learning meth-
ods have difficulty ensuring the effectiveness of the registra-
tion results. Although remote sensing images are now easy to 
acquire, the lack of manual annotation and standard data is 
still very serious. Deep learning, in essence, learns the statis-
tical characteristics of a large number of similar images, but 
its input–output process is a complex, nonlinear mapping 
without clear physical significance. Additionally, deep learn-
ing requires high computing power and has major hardware 
requirements, limiting its applicability.

In short, remote sensing image registration based on deep 
learning is still in its infancy, and its registration framework is 
not mature. However, many studies have demonstrated that 
deep learning methods can achieve or even surpass the optimal 
level of traditional registration approaches in terms of accuracy 
and efficiency. We predict that deep learning-based methods 
will become important solutions to the problem of real-time 
and high-precision remote sensing image registration.

REGISTRATION BASED ON  
THE COMBINATION METHOD
As mentioned, feature- and intensity-based approaches have 
their own advantages. Different feature extractors also have 
various precisions. To integrate these strengths as fully as pos-
sible, combination techniques have been developed. Typi-
cally, popular combinations consist of two aspects, namely, 
feature- and area-based approaches; however, some integrate 
two geometric feature-based approaches, such as the SIFT and 
Harris detectors.

COMBINATIONS OF FEATURE- AND  
AREA-BASED ALGORITHMS
Feature-based approaches are typically suitable for images 
with more significant structural data than intensity infor-
mation. However, they are restricted by the distribution and 
accuracy of the features. On the other hand, area-based ap-
proaches are appropriate for images with more distinctive 
intensity information; however, they require the intensity 
information of the reference and sensed images to be corre-
lated. Thus, the two methods have complementary pros and 
cons. To further improve registration accuracy and robustness, 
some studies focus on a combination of geometric feature- 
and area-based techniques [171]. Huang et al. [172] proposed 
a hybrid approach to aligning images by intensities within 
a scale-invariant feature region. Elsewhere, a wavelet-based 
feature extraction technique and an area-based method with 
NCC were combined to reduce the local distortion caused by 
terrain relief [173]. In a wavelet-based hierarchical pyramid 
framework, Mekky et al. [174] proposed a hybrid approach 
using MI and the SIFT; employing the rough registration pa-
rameters of the area-based approach for MI, the number of 
false alarms obtained by the SIFT was reduced. In addition, FIGURE 12. Feature matching examples. 
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Gong et al. employed the robustness of the SIFT and the ac-
curacy of MI, proposing a novel coarse-to-fine registration 
framework aimed at registering optical and SAR remote sens-
ing images [90]. For multisensor SAR image registration, Suri 
et al. proposed a multistage registration strategy. The rough 
parameters of the transformation model are estimated by MI, 
and this model is introduced during the SIFT matching phase 
to increase the number of tie points [175]. Under the SIFT 
and MI combinations, Heo et al. introduced a stereo match-
ing method that produces accurate depth maps [176]. All 
these approaches can be considered coarse-to-fine-processing 
chains. The basic idea is to improve the result of the feature-
based approach by adopting an optimization process from an 
area-based technique [90], [171].

The combined methods integrate the robustness of the 
feature-based algorithm with the accuracy of the area-based 
approach. They are relatively few compared with individual 
methods, but their combination will be the focus in the near 
future, from our point of view. To deal with the possible accu-
mulation of errors, bundle block adjustment is usually need-
ed [178], [179] to register sequential images. Moreover, the 
integration of different geometric feature-based approaches is 
being developed, as well, for ever-increasing transformation 
model estimation accuracy, generating precise registration re-
sults to the greatest extent possible.

INTEGRATION OF TWO GEOMETRIC  
FEATURE-BASED APPROACHES
In addition to combinations of feature- and area-based tech-
niques, the integration of two geometric feature-based ap-
proaches is a developing trend for high-precision registration. 
In particular, the feature points extracted by different methods 
are used to register images in two stages. Yu et al. proposed 
to extract feature points using the SIFT for the preregistration 
of Satellite Pour l’Observation de la Terre-5/Thematic Mapper/
Quickbird images from different sensors [74]. In the fine regis-
tration stage, the Harris algorithm for corner point detection is 
enforced to detect the distinct corner, and the extracted point 
is matched by the NCC algorithm. Similarly, Lee used SURF 
to extract the feature point of a low-resolution image after 
Harr wavelet transformation, which is defined as rough reg-
istration [180]. Fine registration is the same as the approach 
proposed by Yu et al. Recently, Ye et al. utilized SR–SIFT to 
extract the feature point in the preregistration stage for distinct 
translation, rotation, and scale difference elimination.

To further optimize registration, the Harris algorithm was 
employed to detect feature points in the reference and pre-
aligned images and describe them by LSS for matching [36]. 
To register large, high-resolution remote sensing images, a 
coarse-to-fine strategy combining the Harris–Laplace detec-
tor with the SIFT descriptor has been proposed. After rough 
registration, a large image is divided into small, processable 
blocks for fine alignment [181]. Additionally, in a new two-
step registration, the approximate spatial relationship is calcu-
lated with the deep features using a convolutional NN in the 
first step. Then, the previous result is adjusted based on the 

extracted local features [182]. Another technique combines 
feature point and feature line methods for the registration 
of images covering low-texture scenes in the computer vi-
sion field [183]. Since low- and repeated-texture regions are 
common in remote sensing images, feature lines can be em-
ployed to supplement the number of feature points. There-
fore, beside the combination of two geometric feature-based 
methods, the integration of different geometrical features has 
great potential for the high-precision alignment of remote 
sensing images [22].

Since combination schemes integrate the advantages of 
two or more registration approaches, they offer remarkable 
precision. Moreover, in general, preregistration provides a 
rough result that approximates the final alignment. With fine-
tuning in the optimized registration stage, a high-precision 
registration result is finally acquired. This algorithm is suit-
able for remote sensing image registration with large spatial 
position differences. It is as time-consuming as two or more 
alignment strategies.

SOFTWARE-BASED REGISTRATION
Most reviews emphasize the ever-increasing number of im-
age registration approaches that are improved on the basis 
of existing methods for registering larger and more com-
plicated images [16], [184]. Few studies have evaluated the 
performance of software-embedded image registration mod-
ules and the packages/tools for image geometric registration 
[185]. Thus, in this section, we present some examples.

The Earth Resources Data Analysis System (ERDAS), ENVI, 
PCI Geomatica, ER Mapper, and Arc Geographic Information 
System (GIS) are well-known software packages for remote 
sensing image processing that include registration modules. 
ER Mapper was acquired by ERDAS a few years ago. They 
integrate conventional manual and automatic registration 
programs. Concretely, ENVI could register two remote sens-
ing images or align one image with a map covering the same 
scene. A user can extract tie points by observing similar objects 
lying on two images, such as corners of buildings, road inter-
sections, inflection points of rivers, and so on. With a uniform 
point distribution, the parameters of a specified transforma-
tion model can be estimated. There are some general geo-
metric mapping functions, including affine, polynomial, and 
triangulation transformation models. Geometric mapping is 
generally conducted by an expert and is time-consuming and 
tedious. It is difficult to avoid subjective factors while extract-
ing tie points, especially when registering WFV images that 
require more time than general image registration. To liberate 
the productive forces and improve the registration efficiency, 
the automatic alignment technique is also put into ENVI.

We should point out the reference and sensed images, re-
spectively. After setting the area-based matching parameters, 
the tie point for transformation model construction is auto-
matically extracted; soon, the aligned image is obtained. Nei-
ther the manually extracted tie point nor the automatically ac-
quired point in ENVI is sufficiently accurate. For example, the 
coordinates of the extracted feature point are ( . , ),157 05 171  
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which may suggest the neighborhood of the real corner. 
Under this circumstance, the calculated geometric spatial re-
lationship is not as precise as it could be. The obtained reg-
istration result is usually worse than expected, especially for 
high-resolution remote sensing images with inconsistent lo-
cal deformation.

ERDAS was developed by the ERDAS Corporation, in the 
United States. Compared with ENVI, it can produce tie points 
with higher location accuracies [for instance, the coordinate 
of the extracted feature point is ( . , . ),385 776 75 161  which has 
more decimal places] to generate precise mapping functions 
between reference and sensed images that approximate real 
geometric relations. Additionally, there are abundant trans-
formation models, such as linear rubber sheeting, nonlinear 
rubber sheeting, and the direct linear transform. Elevation 
data are introduced into the registration to generate the high-
precision alignment of mountainous remote sensing images, 
even using the digital terrain model (DTM). Furthermore, the 
region and interval of the selected tie point can be set manu-
ally in the “AutoSync” module. To acquire a high-precision 
registration result, the elevation data (DEM or DTM) should 
be input at the same time as the image to be registered. If 
higher-spatial-resolution elevation data were included in ER-
DAS, the corresponding information would be automatically 
extracted when an image’s geographic information was iden-
tified to register the input image.

Image registration can also be conducted in ArcGIS, al-
though most researchers would probably utilize the software 
to solve problems with the GIS, such as spatial analysis. PCI 
Geomatica prefers to produce orthophoto and fusion imag-
es, rather than registering remote sensing images. However, 
both ArcGIS and PCI Geomatica contain an image registra-
tion module. The steps for alignment processing are similar 
to those for the aforementioned software, including manual 
registration and automatic operation. Some different trans-
formation models, such as spline, similarity polynomial, and 
projective transformations, are used to achieve the high-preci-
sion registration of complicated remote sensing images. How-
ever, sometimes the result is unsatisfactory for further applica-
tions, as the tie points are not uniformly distributed and their 
number is small. Pixel Information Expert is a new generation 
of remote sensing image processing software that was devel-
oped by Beijing Aerospace Hongtu Information Technology. 
It can handle the dislocation of multisource, heterogeneous 
remote sensing images since it integrates a novel algorithm 
with a focus on multimodal remote sensing image registra-
tion. It can be tested free for 30 days. In addition, copyrighted 
geometric registration software, such as the Hyperspectral Im-
age Processing and Analysis System, GeoImager, Titan Image, 
and so forth, were generated by the Institute of Remote Sens-
ing, Chinese Academy of Sciences.

Because high-resolution image registration is an important 
task in remote sensing image processing, much emphasis has 
been placed on it. To extract dense tie points representing lo-
cal geometric relationships, SURF and an adaptive binning 
SIFT descriptor have been combined [186]. With the guidance 

of the local transformation model, an accurate registration re-
sult is obtained. The MATLAB code for the algorithm is pro-
vided, with experimental data, at https://www.researchgate 
.net/publication/320354469_HRImReg. The code is encrypt-
ed, and the parameters cannot be adjusted. It can be used 
only for comparative experiments to evaluate a proposed 
approach. When doing simulation experiments to assess a 
feature point detector or to evaluate a mismatched elimina-
tion approach with real data, the progressive sparse spatial 
consensus algorithm can be employed [187]. The code, with 
experimental data, is publicly available at https://github.com/
jiayi-ma?tab=repositories. It has been tested on photographs 
from the computer vision field. To apply it to remote sensing 
images, some improvements are needed. Beyond these, there 
are many commercial and open-source software packages/
tools for geometric registration. There are also different points 
of view, which should be discussed in depth in the future as 
more resources become available. However, an evaluation of 
registration approaches should be conducted, as well, when-
ever an aligned image is generated from software or a pro-
posed method.

EVALUATION OF IMAGE REGISTRATION ACCURACY
For the spatial alignment of remote sensing images, it is high-
ly desirable to provide users with an estimate of how accurate 
the registration actually is. Accuracy evaluation is a nontrivial 
problem that is present in all literature on remote sensing im-
age registration. We have identified three aspects to measur-
ing the registration accuracy on the basis of different consider-
ations, including tie point identification, the transformation 
model performance, and the alignment error. In this section, 
we review basic approaches for alignment assessment.

ACCURACY OF TIE POINTS
The quality and quantity of tie points are important to guaran-
tee high-precision image registration. The number of redun-
dant tie points, in addition to the elementary computation of 
the specified transformation model, is essential information 
since we generally use as many tie points as possible to calcu-
late the parameters of the mapping function for alignment. 
Furthermore, we must allow for a residual ( , )x yi iT T  for the 
ith extracted feature point compared with the origin of the 
image [188]. If there are N  tie points, the root-mean-square 
error (RMSE) can be estimated as follows:

 (( ) ( ) ) .RMS N x y1
tp i i

i

N
2 2

1
T T= +

=

/  (4)

To enable general comparison, the RMSE should be com-
puted across the normalized (to the pixel size) residuals. Ad-
ditionally, the bad point proportion should be calculated to 
evaluate the extracted feature point. This is the number of re-
siduals that lie above a certain threshold multiplied by the el-
lipse formed by the pixel size. Besides the mentioned criteria, 
the distribution of tie points is attracting increased attention. 
To design a uniform distribution of tie points, some papers 
have proposed to extract feature points within a specified 
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subregion [30]. A detection approach is employed to extract 
the specified number of feature points. Tie points affect the 
registration accuracy but are not the sole influencer.

TRANSFORMATION MODEL PERFORMANCE
The transformation model abstractly represents the geometric 
mapping function from a sensed image to a reference image. 
The actual between-image geometric distortion is difficult to 
obtain without prior information, and the estimated trans-
formation approximates the real geometric relationship be-
tween images. One part of the N  pairs of tie points is taken 
for mapping function estimation through the least-squares 
method, assuming N  matched feature points. The left part 
in the sensed image is employed as the test point to be trans-
formed into the reference image system [188]. The distance 
between the transformed coordinate and the corresponding 
point in the reference image is calculated as the residual, the 
mean of which is a representation of the estimated transfor-
mation model:

 (( ') ( ') ),RMS N T x Hx y Hy1
N te

j

N T
2 2

1
= - - + --

=

-

/  (5)

where H  denotes the estimated transformation model by T  
pairs of tie points, ( , )x y  and ( ', '),x y  which represent the corre-
sponding points in the reference and sensed images, respective-
ly. Furthermore, a 2|  goodness-of-fit test may be applied [188] 
to analyze whether the residuals are equally distributed across 
all quadrants. However, “overfitting” may yield zero error for 
a mapping model with sufficient degrees of freedom; this is a 
well-known phenomenon in numerical analysis. Under this 
circumstance, the registration results may not be optimal.

ALIGNMENT ERROR
The oldest method for estimating registration accuracy is vi-
sual assessment by a domain expert, which is still in use and 
remains the most effective technique, although it cannot be 
quantified [16], [188]. At present, this is performed using 
professional software, such as ENVI and ArcGIS, with shut-
ter tools. Similarity metrics in area-based registration, such as 
MI, NMI, CC, and so on, are frequently employed to evaluate 
alignment accuracy [59]. The indicators are easily influenced 
changes in the information with development and differences 
in radiation. To quantitatively present the alignment error, the 
RMSE is calculated using feature points manually extracted by 
a specialist employing (4) [85]. Since image registration aims 
to achieve the relative spatial alignment of two different im-
ages, there is no gold standard reference image with which to 
evaluate the registration accuracy. When evaluating outcomes 
according to at least three criteria, the most indicative results 
point to the best registration, as different assessments have 
their own advantages and disadvantages.

FUTURE TRENDS
There has been a large number of independent studies on re-
mote sensing image registration, and much effort has been 

put into constructing robust feature descriptors and elimi-
nating mismatched features. With the development of sen-
sor technology and application requirements, some novel 
opportunities and challenges must be addressed for re-
mote sensing image registration. To us, it seems likely that 
the future of this field will include accelerated, combined, 
heterogenous, cross-scale, and smart remote sensing im-
age registration techniques, which are introduced in detail 
in the following.

ACCELERATED REMOTE SENSING  
IMAGE REGISTRATION
With the ongoing development of sensor technology, the 
spatial resolution of remote sensing images increases, re-
sulting in a growing number of features with distinctive 
details. The huge number of features lengthens the dis-
tance to the real-time registration of remote sensing im-
ages, causing inefficiency when aligning large-scale images. 
Thus, constructing descriptors and matching the detected 
features is time-consuming for general images, especially 
WFV ones. As proposed in [52], to achieve real-time regis-
tration to the greatest extent possible, remote sensing im-
age registration can be operated on a cloud platform based 
on finite-state chaotic compressed sensing theory. Similarly, 
cloud computing [91] and some hardware systems may also 
be effective for accelerating image registration. At present, 
parallel computing [139] is the easiest path to implemen-
tation. Here, an image is divided into several subregions, 
and the image features in each one are simultaneously ex-
tracted, based on the same principles, on different parallel 
processors, as is the transformation model construction. 
The parallel commands are easy to implement on MATLAB 
and other platforms.

COMBINED APPROACHES FOR IMAGE REGISTRATION
With the development of imaging sensors, the resolution 
of remote sensing images has increased, and local defor-
mation has become obvious. For example, the geometric 
distortion caused by terrain relief and high-rise buildings 
leads to inaccurate registration [36], introducing difficul-
ties for remote sensing image applications. The reference 
and sensed images cover the plain and mountainous re-
gions simultaneously in Figure 13(c). Calculating the dis-
placements of corresponding pixels for spatial registration, 
the enlarged displacements in the specified rectangular re-
gions are shown in Figure 13(d) and (e). The magnitude 
and direction of the displacements in the plain region are 
similar, but they differ in the mountainous region. Here, 
multistage registration with a global mapping function 
cannot exactly describe the spatial relationship between 
the reference and sensed images, and neither can the local 
transformation model.

Given that displacements vary in different terrain regions, 
dividing images into a series of regions and registering with 
a specified approach may yield a high-precision alignment, 
indicating a combination of different techniques. Concretely, 
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FIGURE 13. The spatial position of corresponding pixels in a remote sensing image of complex terrain. (a) The reference image. (b) The 
sensed image. (c) The topographic image. (d) The displacements in the mountainous region marked with a yellow rectangle in (a) and (b). 
(e) The displacements in the plain region marked with a red rectangle in (a) and (b). 
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this transformation model is calculated with distinct tie fea-
tures in the plain region. With the transformation model, 
rather than directly obtaining the aligned plain region, the dis-
placement guiding pixels to alignment is estimated. In moun-
tainous regions, the dense optical flow estimation borrowed 
from computer vision is utilized to acquire the displacement 
of each corresponding pixel. Then, the displacement fields 
from different terrain regions are mosaicked (e.g., using the 
inverse distance weighted function for uniform transitions in 
image stitching) to obtain a seamless displacement field of 
the entire image [177]. This is a creative combination of dif-
ferent registration approaches in a coordinated way, differing 
from the combined approaches mentioned in the “Registra-
tion Based on the Combination Method” section with the 
serial mode. Therefore, regional registration accommodating 
complex geometric relationships that vary with terrain differ-
ences may become a significant trend in remote sensing im-
age registration, giving full play to the registration advantages 
of different approaches in various terrain regions.

HETEROGENOUS AND CROSS-SCALE  
IMAGE REGISTRATION
Heterogenous and cross-scale images collected all at once 
and at different times provide complementary information to 
improve our understanding of an entire scene during Earth 
observation or even during disaster rescues. However, such 
data usually have dramatically different spatial resolutions, 
intensities, noise, geometries, and so on, owing to different 
imaging principles. Some studies have focused on spatial reg-
istration, including optical image and SAR registration, opti-
cal image and infrared image registration, and satellite image 
and map registration [36], [57]. These works emphasized 
the robust construction of descriptors to resist intensity and 
noise differences and other influential factors. Large-scale 
differences between cross-scale images (which are much 
greater than four times the resolution difference between 
the panchromatic and multispectral images) introduce dif-
ficulties for extracting geometrical features from low-resolu-
tion images that are similar to those from high-resolution 
images. Thus, generating the tie features of cross-scale im-
ages for transformation model construction, even during 
high-precision registration, is difficult. Additionally, high-
efficiency heterogenous and cross-scale image registration 
remains an open problem that is worth researching in the 
near future. For a concrete example, the approximately real-
time registration of optical and SAR images may offer an ap-
proach for analyzing disaster regions as quickly as possible 
for rescue purposes by means of registering and comparing 
images before and after an event. These applications are vital 
for rescue operations. Precise and efficient heterogeneous and 
cross-scale image registration is a mandatory prerequisite for 
high-precision, real-time applications.

SMART REMOTE SENSING IMAGE REGISTRATION
To register multiple remote sensing images, one simple and 
conventional idea is to align them frame by frame, namely, 

by converting multiple image registration into pair-to-pair 
alignment. This process, learning from the simultaneous mo-
saicking of multiframe images, specifies a reference image 
connected to others and stitches other images to the reference 
one. Therefore, when images to be registered are read into the 
program, the coordinates of the four corners in each image 
are extracted. The reference image is determined by compar-
ing these coordinates. As presented in Figure 14, images A, 
B, C, and D are simultaneously aligned with the reference 
image (marked in green) according to a general registration 
strategy, as there is overlap between two images. Unlike frame-
to-frame approaches, this technique needs to specify only the 
reference image, and the intermediate results do not output 
and input many times, which saves memory and improves 
computational efficiency. From our point of view, this is 
smart registration, which is particularly useful for WFV-image 
generation. However, when images overlap, a more intelligent 
approach needs to be developed. 

Moreover, images to be registered may have small overlap-
ping areas. This overlap presents a challenge for high-accuracy 
alignment because a small number of geometric and inten-
sity features is available for constructing the transformation 
model. This problem should be intelligently solved to regis-
ter images with a low ratio of overlapping regions. Typically, 
these images are used to produce WFV images by means of 
stitching. Further solutions should be provided in the future. 

Therefore, the large-scale, complex distortion of high-resolu-
tion, heterogenous, and cross-scale remote sensing images must 
be a focus of future research. In this situation, the traditional 
single-registration approach may not meet requirements. For 
real time, high-precision registration, a combination of align-
ment approaches and high-performance computing is con-
sidered very promising.

CONCLUSIONS
In this article, we presented a comprehensive and quantitative 
summary of intensity-based, feature-based, and combined ap-
proaches to remote sensing image registration. Conventional 
methods and new applications of deep learning and optical 
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FIGURE 14. The spatial position of multiple images to be registered.
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flow techniques were included. The performance of registra-
tion software packages and tools was analyzed. Additionally, 
novel registration evaluations were presented to support an 
effective assessment. The development of any approach aims 
to improve registration accuracy as much as possible because 
registration is an important step for preprocessing remote 
sensing images. Several such techniques have been developed, 
as recounted in this article.

However, as resolutions increase, the problem of incon-
sistent local distortion caused by high-rise buildings and 
topographic relief has become apparent; this cannot be ex-
actly described by the transformation model. Moreover, WFV 
images are an emerging trend in satellite image production, 
enabling a whole ROI to be contained within one image. 
This poses a challenge for real-time registration and memory 
for registration processing. Therefore, we believe that future 
research on remote sensing image registration will use accel-
erated registration, combined approaches for remote sens-
ing image registration, heterogeneous and cross-scale image 
registration, and smart registration. Challenges remain, and 
considerable additional research is required. We perform this 
research with the advantage of lower entrance barriers than 
the TDOM generation.
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